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Key concepts
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Key concepts

INTERPRETATION / m
EVALUATION
ACTION
DATA MINING } l/'
TRANSFORMATION
PREPROCESSING (RN ‘

SELECTION
PATTERNS
o TRANSFORMED
2 DATA
g & PREPROCESSED
DATA

DATA &

Source - http://dataminingwarehousing.blogspot.kr/2008/10/data-mining-steps-of-data-mining.html



HIOlE] X

Big Data

)

Data
Engineering

Key conce

pts

HIOIE =4

Machine
Learning

)

Data
Analysis




Key concepts

Big Data g2  Data Mining
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NoSQL Spark %1 E'I ; SVM Logistics
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ImageNet Challenge

IMAGENET @8

e 1,000 object classes |
(categories).
e Images:
o 1.2 M train
o 100k test.

Source - https://goo.gl/pCX3cD
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Key concepts
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Height Weight Height Weight
152 46 172 69
154 47 172 68
156 49 176 71
159 52 176 7a
163 56 177 75
165 57 182 83
167 59 186 90
168 64 189 97
168 62 190 100

Data source: http://goo.gl/gDscUQ
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Height Weight Height Weight
152 46 172 69
154 47 172 68
156 49 176 71
159 52 176 7a
163 56 177 75
165 57 182 83
167 59 186 90
168 64 189 97
168 62 190 100

Data source: http://goo.gl/gDscUQ
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Regression - |, =AM

Height Weight Height Weight
152 46 172 69
154 47 172 68
156 49 176 71
159 52 176 7a
163 56 177 75
165 57 182 83
167 59 186 90
168 64 189 97
168 62 190 100

Data source: http://goo.gl/gDscUQ
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Classification



712t SFAIE 7M1 5/HE EFE = USN?
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H 186, W 82 = X}? O X}?

Sex | Height |Weight| Sex | Height | Weight e

ofxt | 152 | 46 | &R | 172 69 100 .

ofxt | 154 | 47 | ox | 172 | 68 . o

ofxt | 156 | 49 | OIxt | 176 71 ) 2

oiZf [ 159 | 52 | ofx | 176 | 75 h a

oxt | 163 56 x| 177 75 0 s’

oxt | 165 | 57 | = | 182 | 83 ...‘ o IR
x| 167 59 | WA | 186 90 - L o

G | 168 64 | <Xt | 189 97 . e

o A} 168 62 =Rt 190 100 130 140 150 160 170 180 190 200




Classification - 2&, H|0|E{e] &= L}

71Z= O|0|E{ S HIEIC 2 H|0|E S8 LHH B

Sex | Height |Weight| Sex | Height | Weight
Of A} 152 46 =2 172 69

O &t 154 47 O At 172 68

O &} 156 49 Of &} 176 71

O At 159 52 O At 176 75

Of X} 163 56 X} 177 75

et X} 165 57 =X} 182 83
X} 167 59 =2 186 90
X} 168 64 X} 189 97

Of &} 168 62 X} 190 100
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FEATURES
Which properties
do you want to
feed in?
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Clustering -
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Sex | Height |Weight| Sex | Height | Weight
Oof X} 152 46 =Xt 172 69
OfAt | 154 47 ofxt | 172 68
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Types of Machine Learning

2|9 - HlOlEI (X, Y) %ﬂll X,Q-l Axl' Y’E 0“ =5l H}(Continuous Y)

-HI0IEI(X, Y)E &M, X'l Y'E EE—OHE}(DlscreteY)
ex) 2HHYE HE, A HEXH HE, AET|AL =
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Types of Machine Learning

Supervised Unsupervised
Y HIO|E{ 7 U= A Y HIOlE{ 7} Gl= A
Regression Clustering

Classification

Reinforcement Learning, RecommendationS F7}3}7| =gt
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https://goo.gl/UaGGl‘ Support Vector Linear Regression, K-Means, K-Medoids
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pandas Lol WA
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matpltlib
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jupyter
S’
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Jupyter

~ IPython(http://ipython.org) H'E & 7| QI £ ot CStH OO M &
- gdix{ol Eo|'d & + & 7|8 H|0|E| 24 Notebook M=
- 0jCjof, BAE, 3 E, 4 SESILIS EAME BEH 7t

- A&l AHo| 0| 0| E{ A Interactive Shell2] EE

- Julia + Python + R




Jupyter

- 2L E A 7| 11x} 5h= CIE ER| = 0| S

jupyter notebook

- http://localhost:8888/tree AR jupyter 7} &2 E




Jupyter
- E{0]'d 29| token HEE AR5 0FE D7} US

Use Control-C to stop this server and shut down all kernels (twice

to skip confirmation).
[C 21:35:00.180 NotebookApp]

Copy/paste this URL into your browser when you connect for the first time,
to login with a token:
http: //1ocalhost 8888/7token=7c8e9d6a158470b699bc77c989%efa7d3838d6ecd7323552a
Accepting one-time-token-authenticated connection from ::1
(W 21:35:01.471 NotebookApp]| 404 GET /static/components/moment/locale/ko.js?v=2017121621345° (:
Silpj G 93ms referer=http://localhost:8888/tree
pygmentize -f rtf FILE | pbcopy




— Jupyter

Files Running Clusters
Select items to perform actions on them.

o0 ~

The notebook list is empty.

Logout

Other:
Text File
Folder

Terminal



: Ju pyter test Last Checkpoint: a few seconds ago (unsaved changes) # Logout

File Edit View Insert Cell Kerne Widgets Help Trusted \ Python3 O
B+ 2 @ B 4 ¥ MHRin B C | Code ¢ | =
In [1] a=3
b=3
cell a+p
Oout[1l) 6

-cell 92 10 2l A|IEH0N SHE ZE7F memorylil 2t
- 13 HZH 0 ctrl + enter, shift + enter, alt + enter



comsecwicois Y LEF  t@St Last Checkpoint: 7 minutes ago (unsaved changes) ™ Logout

Fle Edit View Inset Cell Kemnel  Widgets Help Trusted | Python3 O
+ x|[@ B 4+ ¢ MRn B C| Code ) [m :l.xgl _JExH
vy =" —
| Q
jupyter-notebook command group
change cell to code (command mode)
change cell to heading 1 (command mode)
change cell to heading 2 (command mode) [2]
change cell to heading 3 (command mode)
change cell to heading 4 (command mode) [4]
change cell to heading 5 (command mode) [5]
change cell to heading 6 (command mode) [E]
change cell to markdown (command mode) [v]
change cell to raw (command mode) E]

clear all cells output



=2 Tt=7| (command mode - cell 8} 4FEH)
- Otz ol & x|7| : shift+ M

- AT :x Hcopy:c EENZ7|:vorshift+v
- X27]:d,d HXRIFHA:z

- Markdown B &l : m,m Codez Higt:y,y

https://goo.gl/UuYPJR



-’.‘-..?. Ct= 7| (edit mode - cell O AFEH)
AlSH7] : Shift + Tab

7| AF25F7| :ctrl+]1 or ctrl+]

- & L}57] : ctrl + shift + -

https://goo.gl/UuYPJR



=AM 2 M2 Notebook
- Jupyter Notebook2 Notebook (ipynb) Xt&|7F SFLIL] H.11 M
- ZEMEAM2| 7|52 95 markdown It latex 7|8 4] BH M3

https://jupyter.orynmawr.edu/services/public/dblank/Jupyter%20Notebook%20Users%20Manual.ipyn
b

https://github.com/adam-p/markdown-here/wiki/Markdown-Cheatsheet

https://daringfireball.net/projects/markdow
n/

https://github.com/rasbt/python-machine-learning-book/blob/master/code/ch02/ch02.ipynb
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Boston House Price Dataset

- Hl 2{'d S HI0|E EM= XM= = i,
71 HEEO 2 AF235= Example Dataset

- 197840) WEE HI0|E 2, 0|2 ATEH XA
0|2 BAE X|go| FE 7L 20| WY QLSS Hald

http://lib.stat.cmu.edu/datasets/boston
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AL
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13740 7 ..
]
]
]
]
]

i

Boston House Price Dataset

[ [01] CRIM XEXI Altown) & 19I5 S8
[02] ZN 25,000 YO EE =Z05t= A=X| e HE
[03] INDUS AN UXIHO| RS UEs EX|2 H|F
[04] CHAS EAZ0 i Coje=(Z2 ZAY XS A= 1, OtL T 0)
[05] NOX 10ppm 8 55 FAUSEL
[06] RM FH171:% %:-'? e I B

AGE 1940 O| Y| TH=E 43 FHe| d§
[08] DIS 5712 EAE XJMENX|S 24 X%
[09] RAD AN SENX|S MM X%
[10] TAX 10,000 2 © LM &
[11] PTRATIO KEX|Al(town) & 48/2AF H| &
[12] B 1000(Bk-0.63)22, ®7|M Bk= XHXIAIE Rel2| v @& &,
[13] LSTAT DT St ASES =& (%)
> g I [14] MEDV 20 AK2 FHIIZF YL (S $1,000)
-

http://www.dator.co.kr/ctg258/textyle/1721307
http://www.cs.toronto.edu/~delve/data/boston/bostonDetail.html



y = P1x1 + Paxy + p3X3 + Paxy + PsXs
+Lexe + B7x7 + - B13x13 + fo - 1

137H2] xH=, 1712] yH

XtH20| 4l H| H|0|El = E & (feature) = LIEHH



- HL12{'d0|M HI0|E{e] EFS
- feature, SEH$, input B4 S2 S0 ALE
- 2HIXY O 2 Table 20fl DataE E 3 i, Column= 2|0]

- 3lLE2] data instance (2! H| O|0|E{) = feature vector2 B &




Feature

CAT.
CRIM ZN| NDUSI cm.s' NOX| RM| AGE| us| RADI TAXl PTRATIOl al LS‘I’AT| ueov| MEDVI
0.00632 18 231 0 0538 6575 852 409 1 295 153 3969 498 24 0
0.02731 0 7.07 0 0.469 6.421 789 49671 2 242 178 3969 a14 218 0
0.02729 0 7.07 0 0469 7185 B11 49671 2 242 178 39283 403 347 1
0.03237 0 218 0 0458 6998 458 608622 3 222 187 39463 294 334 1
0.08905 0 218 0 0.458 7147 542 60622 3 222 187 396.9 533 362 1
0.02985 0 218 0 0.458 6.43 587 60622 3 222 187 39412 5.21 287 0
008529 125 7.87 0 0524 6012 666 55605 5 311 152 3956 1243 223 0
0.14455 125 787 0 0524 6172 961 59505 5 311 152 3969 1915 274 0
0.21124 125 787 0 0524 5631 100 60821 5 311 152 386563 29.93 16.5 0
0.17004 125 787 0 0524 6.004 859 65921 5 311 152 38671 1741 189 0
0.22489 125 787 0 0524 6377 943 63467 5 311 152 39252 2045 15 0
011747 125 787 0 0.524 6.009 828 62267 5 311 152 3969 1327 18.9 0
009378 125 787 0 0524 5889 33 54509 5 311 152 3905 15.71 217 0
062976 0 814 ) 0538 5943 818 47075 4 307 21 3969 826 204 0
063796 0 8.14 0 0538 6.096 845 44619 4 307 21 38002 1026 18.2 0



Feature

Y = W1Xq1 + WXy + W3X3 + WyXy + WgXsg
+WgXg + WoX7 + - Wi3Xq3 + W+ 1



Feature vector

T e
0.00632 W

18 W

M =] 231 w = w2
3

0.538 :
: Waal

s W13

¥ Scalar= O|2E!H| vectore 22X EE, matrixe CHEX EE



Feature

Y = wWiT1 + W2T2...W13T13 + WoTq

13
— E W;X; — WTX
7,=()



Feature®| 7422



Feature7} 174 & U}, Feature7} 274 ! i}

RCS = 29.27 - 51.41n, + 19.33n,

https://goo.gl/d1zRG
q



Feature7} n7H & }f?

4 Dimensions 5 Dimensions
1 Dimension 2 Dimensions 3 Dimensions
/
21
{
— /
/
// [ | " - -~
7‘(
// 77
/

Curse of dimensionality

https://goo.gl/mCg5nu



XH 2] X 3= (curse of dimensionality)

- H|0|E{Q] X} 0| Z7I8 2= (= feature7} 718t 22

)
YRS ﬂ%@?ﬁ?—iﬂ%ﬁé’%%mg

2) 4SHI0IH/I 258 =
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V= W1X1 + WyXy + W3X3 + WyXy + WsXsg
+W6x6 -+ W7x7 + .- W13x13 -+ WO . 1



Y = W1X1 + WyXy + W3X3 + WyXy + WgXsg
+W6x6 + W7 X~ + .- W13X13 + Wy ° 1



Feature 2
Datall /40| CI=

DBE 2H =0| =2tk &= WE---



A= 2t vs O| A 4f

continuous discrete
w0l EHXIX| ¢t AAE 20| HEHOIX| 2=
S5, NEEZ B4, 35 MY, 20FA, 54
Auimo AL ZE  LabelZ TEEIE ZUS

https://goo.gl/1sSRS P W DU TR (O P B
'}




Numeric Types

- Yo 2 =3 7S¢t data type

bty o 2 H(integer) E= &l (real-number) E &

rll

-2, IS S, EWel xH0|(year or dov)
£t (scale) Ol A= e Sy
- Ek¥l(scale) 0] )= Interval-scaled type such that
= H °0 (0] A — Ty:}-’{f\{mtzw chlons
| & 0] Y= Ratio-scaled type

https://goo.gl/S7TW69
t



all

= oF uE

Jo A

P
H1
Ju

rir

us

J
=
10
O
Q)
o
D
Q
O

(category) 2 287t 7t
Bd

10
E|
oH

Nominal Types

S

ry

¢t data type
OS2 AMNEBE|J|E &

ot 288 = Binary Type2 & 31 &



I

1>

oo of uE

Hu

Jo A

0

e

(category) 2 E87} 7Hs 8L 2t 2 M7t
Hrals BECE AIR2E7|E &

+ o 37|, s, 58 M dEXAL

E|= Scale EE= Unit0| AFEHOICHCIS £ U S

7

Ordinal Types

I A= HFEH L2 S5 HE2 L2

Ol
AA

L=
=



Alx.“ ZF=

2 =0 H ...

Yy = Wi1Xq -+ W» X» + W3 X3 -+ Wy X4 -+ Ws X5
+W6x6 an W7 X~ + .. W13X13 -+ Wy

1

CAT.

CRIM ZN| INDUS| CHASI NOX RM| AGEI DIS| RAD| TAX| PTRATIO a| LSTAT| r\eov| MEDY
0.00632 18 231 0 053 6575 652 409 1 295 153 3969 498 24 0
0.02731 0 707 0 0469 B4 789 49671 2 242 178 3969 9.14 216 0
0.02729 0 7.07 0 0469 7185 611 49671 2 242 178 39283 4.03 347 1
003237 0 218 0 0458 5993 458 60622 3 222 187 39463 294 33.4 1
0.06905 0 218 0 0458 7147 542 60622 3 22 187 3969 533 36.2 1
002985 0 218 0 0458 6.43 587  6.0622 3 222 187 39412 521 28.7 0
008829 125 787 0 0524 6012 666 55605 5 311 152 3956 1243 229 0
014455 125 787 0 0524 6172 961 59505 3 311 152 3969 1915 271 0
0.21124 125 787 0 0524 5631 100 60821 5 311 152 38663 2993 16.5 0
017004 125 787 0 0524 6004 859 65921 5 311 152 38671 17.1 189 0
022489 125 787 0 0524 8377 943 63467 5 311 152 39252 2045 15 0
011747 125 787 0 0524 6.009 829 62267 5 311 152 396.9 1327 189 0
009378 125 787 0 0524 5889 33 54509 3 311 152 3905 1571 217 0
062976 0 814 0 053 5949 618 47075 4 307 21 396.9 8.26 204 0
063796 0 814 0 053  50% 845 44619 4 307 21 38002 1026 1822 0




MI A= =HEH=

- H|0|E{ 2] =|CH/Z|4:7} CFE 10 Scalel] 2 yZHo| S
- Ordinary EE= Nominal & 2t 2 B2 H{EA|?

-3 X 712d A4S0 tiat X2

rir
2

= WES AUHE X0k St=717?
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Loading data with pandas
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Director of TEAMLAB
Sungchul Choi




S2|2] HI0|E =
+7t M2|etC}?



J8{3HH HE E2{27| EH






Data table, Sample attribute, field, feature, column

CAT.

0. ||- 0 0538 6575 4109 1 5. 493 1]
00273 0 7.07 0 0.469 6.421 78.9 49671 2 242 1 78 3% .9 914 21 .8 0
0.02729 0 707 0 0469 7.185 611 49671 2 242 178 39283 4.03 347 1
003237 0 218 0 0458 6993 458 6.0622 3 222 187 394 63 294 334 1
0.06905 0 218 0 0.458 7147 542 6.0622 3 222 187 3969 533 36.2 1
0.02985 0 218 0 0458 643 58.7 6.0622 3 222 187 39412 521 287 0
008829 125 7.87 0 0524 6012 666 55605 5 311 152 3956 1243 229 0
0.14455 125 7 87 0 0524 6172 951 59505 5 311 152 396 9 1915 271 0
0.21124 12.5 7.87 0 0524 5,631 100 608211 = 5 311 15.2 366 .63 2993 16.5 0
017004 125 7.87 0 0524 6.004 859 5.5921 311 194 386.71 183 189 0
0.22489 125 787 0 0524 6.377 943 6.3467 31 152 39252 2045 15 0
011747 125 787 0 0524 6.009 829 6.2267 31 152 396.9 13.27 169 0
0.09378 125 787 0 0524 5689 338 5.4509 31 152 3905 15.711 2.7 0
062976 0 814 0 0538 59439 618 47075 307 21 : 8.26 204 0
0.63796 0 8.14 0 0538 6.096 845 44619 307 2 10.26 18.2 0
instance, tuple, row
Feature data

vector



HIOIE 2 S 4

- 2HI™ o 2 O|0|E{ 2 A A| AF2 3= Raw datas
Binary7} OF! text @EH2| Ol O] E

- X2 AI2E|= HI0|H XH 2 csy, json, xml S
- pandas= AIE5I0 H|0|EHE =58



Padas
K| H|O|E| AHE



Pandas

- 1 x3}El Ho|E{e] X2|E X|3t= Python EHO|E
22|

1185 Array A4t 2t0[E22{2[ Q] Numpy2t S &l



Pandas 24|

conda create -n ml scratch python=3.6 # 7hatetZ 8
activate ml_scratch ¢ 7hdetddd
conda install pandas # pandas 2%

jupyter notebook # FIL|E AMS}7|




HIO|E £F

"

import pandas as pd #2/0/ =5 =¥

data_url = "httg archive edu/ml /machine-learning-dat abases/hous

df _data = pd.read_csv(data_url, sep="#s+', header = None) #csy

1

]

df _data.head() 2O OV F &

0 1 23 4 5 6 78 9 10 " 12 13
0 000632 180 231 0 0538 6575 652 40000 1 2960 153 39690 498 240
1 002731 00 707 0 0469 6421 789 49671 2 2420 178 39690 914 216
2 002729 00 707 O 0469 7185 611 49671 2 2420 178 39283 403 347
3 003237 00 218 0 0458 6998 458 60622 3 2220 187 39463 294 334
4 006905 00 218 0 0458 7147 542 60622 3 2220 187 39690 533 362



ColumnX|H

df_data.columns = ['CRIM', 'ZN', 'INDUS*', 'CHAS®, 'NOX', 'RN', "AGE', 'DIS', 'RAD', 'TAX', ‘PTRATIO' ,'B', 'LSTAT',
# Column Heade S5 A8
df _data. head()
CRIM 7N INDUS CHAS NOX RM AGE DIS RAD TAX PTRATIO B LSTAT MEDV
0 000632 180 2N 0 0538 6575 652 40900 1 2960 153 39690 498 240
1 002731 00 707 0 0469 6421 789 496N 2 2420 178 39690 914 216
2 002729 00 707 0 0469 7185 611 496N 2 2420 178 39283 403 47
3 003237 00 218 0 0458 6998 458 60622 3 2220 187 39463 294 334
4 006005 00 218 0 0458 7147 542 60622 3 2220 187 39690 533 362



CRIM
0.00632
0.02731
002729
0.03237
0.06905
002885
0.08829
014455
021124
017004
0.22489
011747
003378
062976
063796

CAT.
ZNI NDUSl cmsl NOX| RM| AGE| us| RADI TAxl PTRATIOI al LSTAT| ueov| MEDVI
18 231 0 0538 6575 852 409 1 295 153 3969 498 24 0
0 7.07 0 0.469 6.421 789 49671 2 242 178 3969 a14 218 0

0 7.07 0 0469 7185 B11 49671 2 242 178 39283 403 347 1

0 218 0 0458 6998 458 608622 3 222 187 39463 294 334 1

0 218 0 0.458 7147 542 60622 3 222 187 396.9 533 362 1

0 218 0 0.458 6.43 587 60622 3 222 187 39412 5.21 287 0
125 7.87 0 0524 6012 666 55605 5 311 152 3956 1243 223 0
125 787 0 0524 6172 961 59505 5 311 152 3969 1915 274 0
125 787 0 0524 5631 100 60821 5 311 152 386563 29.93 16.5 0
125 787 0 0524 6.004 859 65921 5 311 152 38671 1741 189 0
125 787 0 0524 6377 943 63467 5 311 152 39252 2045 15 0
125 787 0 0.524 6.009 828 62267 5 311 152 3969 1327 18.9 0
125 787 0 0524 5889 33 54509 5 311 152 3905 15.71 217 0
0 814 ) 0538 5943 818 47075 4 307 21 3969 826 204 0

0 8.14 0 0538 6.098 845 44619 4 307 21 38002 1026 18.2 0
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HO|E|= E5ICH
1 ChS27



Yy = P1X1 + Box; + P3x3 + faxy + Psxs
+LexXe + B7x7 + - f13X13 + fo - 1

0| Ajg E®IstD Al



.gl/6uDPX



oI}

rA

Sympy



JELE o A
E3sin AlCk



H| 22 Vector+Matrix

Yy

W11 + W22 + -+ - + W13T13 + WX

13
E W;XL; — WTX
7=0



0.00632
18

2.5l
0.538

24



numpy
HE{H o 2N 20| B2



Numpy

Numerical Python

mro|Mo| 1185 dtst A 4hg 7| = 7| X

Matrix2t Vector@} Z2 Array H4t9o| At Mol F
st=2 gujo|z F= ¥, Gil/soo|2tn #27| & &

Lk Listof| Blo W=, HR22] 28X

gb5E 810| olojE H{Eo CHet X[ E XA

cc~ef S E ChAs 7|52 HSE

C, C++, ZETSO| 0|9} F2 75

From It0|4 2t0|BEEZ| S 2ot HO0[E &4




conda install numpy #

jupyter notebook # FI|E 42

activate ml_scratch $ 7HSEE




Numpy Al4HsHE 7|

1 5
WTX w=|1| WM =|4
1 5

n[1]: import numpy as np # Aus

In [2]: weight_vector = np.array([[1], [1], [1]]) # #eight Vector
x_vector = np.array([[3], [4], [5]])

[3]: weight_vector.T.dot(x_vector) #

ut | array([[12]])



|
11
=

7.'

=)
=)
=)

| N—

CAT.
CRIM ZN| NDUS| CHAS| NO}{l RM| AGE| DIS| RAD| TA)(l PTRATIO| B| LSTAT| MEDV| MEDVI
000632 18 231 0 0538 6.575 652 409 1 298 153 3969 493 24 0
0.02731 0 7.07 0 0.469 6.421 788 49671 2 242 178 396.9 9.14 216 0
002729 0 707 0 0.469 7185 611 49571 2 242 178 39283 403 347 1
0.03237 0 218 0 0.458 £.998 458 60622 3 222 187 39463 294 334 1
0.06905 0 218 0 0.458 7147 542 60622 3 222 187 3969 5.33 36.2 1
0.02985 0 218 0 0.458 6.43 587 60622 3 222 187 39412 521 287 0
0.08629 125 787 0 0.524 6.012 B66  5.5605 5 3 152 3956 12.43 229 0
014455 125 787 0 0524 6172 961 59505 5 31 152 3969 1915 271 0
021124 125 787 0 0.524 5631 100  6.0821 5 311 152 38663 2993 165 0
0.17004 125 7.87 0 0.524 6.004 859  6.5921 5 311 152 386.71 174 189 0
0.22489 125 787 0 0524 6.377 943 63467 5 31 152 39252 2045 15 0
011747 125 787 0 0524 6.009 829 62267 5 311 152 3969 1327 189 0
009378 125 787 0 0524 5689 39 54509 5 311 152 3905 15.71 217 0
062976 0 814 0 0538 5949 B18 47075 4 307 21 39649 8.26 204 0
063796 0 8.14 0 0538 £.096 845 44619 4 307 21 380.02 10.26 182 0



Pandas + Numpy

13
for each 7 W;T é) X W

= i i
x ‘Data table

Cllo|E| sample | Weight number



Pandas D|O|E| £

import pandas as pd

data_url = "https archive J edu/ml /machine~learning-databases/housing/housing.data’ #
df _data = pd.read_csv(data_url, sep="#s+', header = None) #cs\ . ( : ena
df _data.columns = ['CRIM", "ZN', "IN[ , CHA "NOX ‘EM*, 'AGE', 'D , 'RAD', 'TAX', 'PTRAT

df _data.head()

CRIM 7N INDUS CHAS NOX RM AGE DIS RAD TAX PTRATIO B LSTAT MEDV
0 000632 180 23 0 0538 6575 652 4.0900 1 2960 153 396.90 498 240
1 002731 00 707 0 0469 6421 789 4967 2 2420 178 39690 914 216
2 002729 00 707 0 0469 7185 611 49671 2 2420 178 39283 403 347
3 003237 00 218 0 0458 6998 458 6.0622 3 2220 18.7 39463 294 334
4 006905 00 218 0 0458 7147 542 60622 3 2220 18.7 396.90 533 36.2

df _data[ ‘weight_0'] = 1
df _data= df _data.drop("MEDY", axis=1)
df _data.head()



X0 =7, Y % 8i0H 7|

In [6]: df_datal 'weight_0'] = 1 # weight 0 & -",“1
df _data= df_data.drop("MEDY", axis=1) V' 4/~
df _data.head()

Out [6]

CRIM 7N INDUS CHAS NOX RBM AGE DIS RAD TAX PTRATIO B LSTAT weight 0
0 000632 180 231 0 0538 6575 652 4.0900 1 2960 153 396.90 498 1
1 002731 00 7.07 0 0469 6421 789 4967 2 2420 17.8 396.90 9.14 1
2 002729 00 7.07 0 0469 7185 61.1 49671 2 2420 17.8 39283 403 1
3 003237 00 218 0 0458 6998 458 6.0622 3 2220 187 39463 294 1
4 006905 00 2.18 0 0458 7147 542 6.0622 3 2220 18.7 396.90 533 1



Dataframe [0 numpy, &4 H4t

In [9]: df_matrix

= df _data.as_

matrix() # M

weight_vector = np.random.random_sample((14, 1)

In [10]: df_matrix

dot (weight_vector)

1rl'1v'[

S W wWww
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F =
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B
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o

for each sz] (8) _ =X -w
7=0
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coefficient_matrix = [[2, 2, 1], [2, -1, 21, [1, -1, 21]
constant_vector = [9,6,5]




EE 434 55

coefficient_matrix = [[2, 2, 11, [2, 1, 2], [1, -1, 21]
constant_vector = [9,6,5]

M
g

>t ok

oy of
OF 10
Iy J 2

Matrix A4S O{EA| 2tE A 217}
2 Matrix0|| CHst &
T 2H - mlo|*M 2 Interpreter ¢10]

X 07| X|18 H8H= A 2 ¢



ujo|d apst X 2| ojj7| x|
Numpy



Numpy

- Numerical Python

- mto|Mo| N s 1tst AH A8 17| X|

- Matrix2t Vector2t Z2 Array H4HO| AMA MO BF
X

- o= Goo|2 F2 3, BL|/s00|2tl FEI|E T

https://www.facebook.com/groups/pythonkorea/permalink/955390924544069/
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Numpy £

X
1

joll
ofl

b Listof| HIO] WIED, H2E] 25
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uH=2 9lo| H|o|E] B YO CHSt 2|2 X

From THO|’M 20| E 2| S & H|0[E &

PS |




References

- ¢s231 - http://cs231n.github.io/python-numpy-tutorial/#numpy

44 ol A2, 42} ol ¥ ¥4 F HAE ALE

- https://docs.scipy.org/doc/numpy-dev/user/quickstart

sjoldl gloxajelt 84 ciolv] ¥4

- |O|E| AtO|HA A (TO|M H{H) - https://goo.gl/3h:

Python for
- Numpy - https://goo.gl/7Nwjvv Data AHleYSlS

- mho| 2to|=2{a|E 283t oojE £A
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Numpy Install
conda install num

- Windows
I






Import

import numpy as np

of
=

2 numpy+s npatE alias(2H) 0| &6M &

UutE o

MlAl




Array creation

test_array = np.array([1, 4, 5, 8], float)
print(test_array)

type(test_array|[3])

numpy< np.array 25 2850 HiE & 4/de 00 ndarray
numpy+= StLEC| HIO|E typelt HIEO| €& = US
List2t 71 2 X}0|H, Dynamic typing not supported

CO| ArrayE A23510] HIE 2 MAdst



Array creation

test array = np.array([1l, 4, 5, 8], float)
test array

arravi] l«; 44y Bey B8Bi:l)

type(test array[3])

numpy.floaté64



Array creation

Numpy Array Python List
PyObject_HEAD PyObject_HEAD
data —> 1 length
dimensions - items > 0x310718
. < 0x310748
strides 4
0x310730
-~ 0x310760
b 0x310700
i 0x3106b8
. 0x3106d0
0x3106e8

https://jakevdp.github.io/blog/2014/05/09/why-python-is-slow/



Array creation

NDArray Data Structure

< ° The float32 data type describes the
dtype float32 | / array data elements
dim count | 2
12 bytes
dimensions | 3 | 3 - |
strides |12 | 4 —
data v @ 0|12 ﬂ 4|5 |/6 718

Memory block

https://www.slideshare.net/enthought/numpy-talk-at-siam



Array creation

test_array = np.array([1, 4, 5, "8"], float) # String Type2| HI0|E{E U FH T
print(test_array)

print(type(test_array[3])) # Float Type2. & A5 PHE = A X
print(test_array.dtype) # Array(8 <€) A& 2] dio]g]| Typ % di=l gt
print(test_array.shape) # Array(8 € ) 2] shape= gH2H &

- shape : numpy array2| object2| dimension #t4& Ht2tgt

- dtype : numpy array2| H|O|E| typeS Ditet

https://docs.scipy.org/doc/numpy/reference/arrays.scalars.html#arrays-scalars-
Lo asia (S



Array creation

test_array = np.array([1l, 4, 5, "8"], float) # String Type9 GIO/EIE 2/&ex
test_array

array([ 1., 4., 5., 8.])

type(test_array([3]) # Float TypelZ XI5 &HIgIE &A/

numpy.float64

test_array.dtype # Array(i¥g) & GIOJE TypeS BIEtE

dtype('float64’)

test_array.shape # Array(if%) 2/ shapef P&l

(4,)



Array shape (vector)
- Array (vector, matrix, tensor)2| 37|, FEf S0 Cligt F=

test_array = np.array([l, 4, 5, "8"], float) # String Type9 GIO/EIE g/&l<
test_array

array([ 1., 4., 5., 8.])

1| 4 | 5 8[> 4,

ndarray2| +d ndarray2| shape
(type : tuple)

Reference - https://www.slideshare.net/PyData/introduction-to-numpy



Array shape (matrix)

matrix =1[[1,2,5,8],[1,2,5,8],(1,2,5,8]]
np.array(matrix, int).shape

(3, 4)

1 2 S 8 _l '

1 2 5 8 (3,4

ndarray2| shape
(type : tuple)

Reference - https://www.slideshare.net/PyData/introduction-to-numpy



Array shape (3rd order tensor)

tensor =[[[1,2,5,8],(1,2,5,8],[1,2,5,8]],
[[112I5l8]’[IIZISIB]I[IIZISIB]]’
[[112ISI811[1I21518]I 1'2I518 ]I
((,2,5,8)1,(1,2,5,8],11,2,5,8]]]

np.array(tensor, int).shape

(4, 3, 4)

L— 1 2 & 8
i 4,3,4
I (4,3,4)
~ ndarray2| shape
1 ! g 2 : i (type : tuple)

Reference - https://www.slideshare.net/PyData/introduction-to-numpy



1
Array shape - ndim & size

- ndim - number of d

- size — data2| 7

tensor = [[[1,2,5,8],[1,2,
(r1,2,5,8],[1,2,
(r,2,5,8)],(1,2,
((,2,5,8],[1,2,

imension

5,81,(1,2,5,8]],
5,81,(1,2,5,8]],
51811 1121518‘10
5,81,(1,2,5,8]]]

1 | | |

f ! 1 e I - — T \lﬁ
1] 2] 5 | 8
L__ 11 2| 5 | 8
Ul 1 | 2 | 5 | 8

np.array(tensor, int).ndim

3

np.array(tensor, int).size

48

(4.?.4)

ndarray2| shape
(type : tuple)




Array dtype

Ndarray@| single element?} 7}X|= data type
Zt element?} XX|3t= memory?| 37|17} 27 E

np.arrav([il, 2, 3); [4-5;, 5, 6]], dtype=int)
array([[1, 2, 31, Data typeS integer® ¢
[4, 5, 6]1])

np.array([[1l, 2, 3], [4.5, "5", "6"]], dtype=np.float32)

array([[

1z 5 2 3 s 1 Data type= float= ¢
[ 4.5,

5. , 6. 1], dtype=float32)

Reference - https://www.slideshare.net/PyData/introduction-to-numpy



Array dtype

- C9| data typelt compatible

Basic Type Available NumPy types
Boolean bool
Integer int8, intlé, int32, inteé4,
intl128, int
Unsigned | uint8, uintlé, uint32, uintéd,
Integer uintl128, uint
Float float32, floaté4, float,
longfloat,
Complex | complexé4, complexl28, complex
Strings str, unicode
Object object
Records void

Data Types
boolean

char
unsigned char, byte,
uint8_t

int, short
unsigned int, word,
uintl6_t

long
unsigned long,
uint32_t

float, double

Size in
Bytes

Can contain:

true (1) or false (0)

ASCII character or signed value
between -128 and 127

ASClI character or unsigned value
between 0 and 255

signed value between -32,768 and
32,767

unsigned value between 0 and 65,535
signed value between-2,147,483 648
and 2,147,483,647

unsigned value between 0 and

4,294 967,295

floating point value between -
3.4028235E+38 and 3.4028235E+38
(Note that double is the same as a
float on this platform.)

https://www.slideshare.net/enthought/numpy-talk-at-siam




Array dtype

- nbytes — ndarray object?| H 22| 37|& Htatst

[t

]

np.array([[1l, 2, 3], [4.5, "5", "6"]], dtype=np.float32).nbytes

24 32bits = 4bytes 00 6 * 4bytes

np.array([[1l, 2, 3], [4.5, "5", "6"]], dtype=np.int8).nbytes

6 8bits = 1bytes 000 6 * 1bytes

np.array([[1l, 2, 3], [4.5, "5", "6"]], dtype=np.float64).nbytes

48 64bits = 8bytes (0[] 6 * 48bytes



Handling shape



D

reshape

- Array2| shape?| 37|& HEE

(elementl| = =

2]
=

)

N

(8,)




reshape

- Array2| shape?2| 37|& HEE (elementl| A= )

test matrix = [[1,2,3,4], [1,2,5,8]]
np.array(test matrix).shape

(2, 4)

np.array(test matrix).reshape(8,)

array(ll; 2, 3; 4, 1; 2, 5, 8]1)

np.array(test matrix).reshape(8,).shape

(8,)



reshape
- Array®| sizeQt ZLCIH CHAIS 2 Xt G 20| HE IS

np.array(test_matrix).reshape(2,4).shape

(2,

4)

np.array(test_matrix).reshape(;&,Z).shape

(4,

2)

-1: sizeE 7|HI2 2 row 7| MH

np.array(test_matrix).reshape(2,2,2)

array([[[1, 2],
(3, 411,

(1, 21,
(5, 8]1])

np.array(test_matrix).reshape(2,2,2)

(2, 2, 2)

.shape



flatten

- C}XHY arrayE 1AM array2 Het

I —
| 1| 2 |5
| 1| 2|5
(2,2,4)
N




flatten

CIXH2 array% 1X}& array = k)

test_matrix = [[[1,2,3,4), [1,2,5,8]), [[1,2,3,4]), [1,2,5,8]]]
np.array(test matrix).flatten()

SETAVITl: 25 3; % 1; 2; Dy B l; 24 3; & Ly 2; 55 8])



Indexing & slhicing




indexing

a = np.array([[1, 2, 3], [4.5, 5, 6]], int)

print(a)

print(a[0,0]) # Two dimensional array representation #1
print(a[0][0]) # Two dimensional array representation #2

a[0,0] = 12 # Matrix 0,0 Ol 12 &%
print(a)
a[0][0] = 5 # Matrix 0,0 Of 12 &%t
print(a)

- Liste} &2 O|X+3 H{EO|A [0,0] 2t Z2 B7|EE HSE

- Matrix 242 %42 row §H= columns 2|0|st



test_exmaple = np.array([[1l, 2, 3], [4.5, 5, 6]], int)
test_exmaple
array([([1l, 2, 3],
[4, 5, 6]])
test_exmaple[0][0]

1

test_exmaple[0,0]

1



indexing

test_exmaple[0,0] = 12 # Matrix 0,0 Of 12 E¥&
test_exmaple

array([[12, 2, 31,
[ 4, 5, 6]11])

5 # Matrix 0,0 Of 12 &&

test_exmaple[0][0]
test_exmaple[0,0]

S



slicing
a = np.array([[1, 2, 3, 4, 5], [6, 7, 8, 9, 10]], int)
a[;,2:] # T Row?| 2€ O| &
a[1,1:3] # 1 Row?| 1€ ~ 2¢&
a[1:3] # 1 Row ~ 2Row?2| T X

LR M slicingO| 7t5&

Ho
==
S ol =
FEg I g8t



Row - 0~1 7I}X| column - HH|



slicing

test_exmaple = np.array([
(., 2, 5,8}, 1, 2, 5,8),11, 2, 5,8]1,[1, 2, 5,8]], int)
test_exmaple([:2,:]

array([[1l, 2, 5, 8],
(1, 2, 5, 8]1])

test_exmaple[:,1:3]
test_exmaple[1l,:2]




test_exmaple = np.array([[1l, 2, 3, 4, 5], [6, 7, 8, 9, 10]], int)
test_exmaple[:,2:] # &4 Rowe 2% 0/

array([[ 3, 4, 5],
[ 8 9, 10]1])

test_exmaple[1l,1:3] # 1 Row? 1% ~ 2g

array([7, 8])

test exmaple[l1l:3] # 1 Row ~ 2Row2 x|

array([[ 6, 7, 8, 9, 101])



https://www.slideshare.net/PyData/introduction-to-numpy



creation function




arange
- array2| HeIE X|’35t0q, &2l listE ‘ddst= BEHO
np.arange(30) # range: List9 rangefl &2 B3, integerE 0FE 297X HIEFE

array({ 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,
17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]))
(AlE, &, step)
np.arange(0, 5, 0.5) # floating pointk HA|7f5E

np.arange(30).reshape(5,6)

array([[ 0, 1, 2, 3, 4, 5).,
(6, 7, 8, 9, 10, 11},
(12, 13, 14, 15, 16, 171,
(18, 19, 20, 21, 22, 23],
(24, 25, 26, 27, 26, 29]])



ones, zeros and empty

- zeros - 022 7}5%t ndarray ‘4

np.zeros(shape, dtype, order)

np.zeros (shape=(10,), dtype=np.int8) # 10 - zero vector ¥4

array([o, o, o, o, o, 0, o, 0, 0, 0], dtype=int8)

np.zeros((2,5)) # 2 by 5 - zero matrix 4%

array([[ 0., 0., 0.,
[ B Ve Vo



ones, zeros and empty

- ones — 12 7}5%t ndarrary ‘44
np.ones(shape, dtype, order)

np.ones(shape=(10,), dtype=np.int8)

areaetiy, 1, ¥, 1, 1, 1, 1, I, 1, 1], devpa=inER)

np.ones((2,5))

arvav(il 1., 1., 1., 1., 1l.],
| By Reg dep G Al



ones, zeros and empty

- empty - shape2t F0{X|1 H|0{Q! = ndarray 44
(memory initialization 0| E|X| 2% &)

np.empty(shape=(10,), dtype=np.int8)
array([ O, 0, 0, 0, 0, 0, 0, 64, -74, 105], dtype=int8)

np.empty((3,5))

array([[ 2.00000000e+000, 2.00000000e+000, 6.42285340e-323,
0.00000000e+000, 0.00000000e+000],
[ 0.00000000e+000, 0.00000000e+000, 0.00000000e+000,
0.00000000e+000, 0.00000000e+000],
[ 0.00000000e+000, 2.12199579%e-314, 2.00000000e+000,
2.00000000e+000, 3.45845952e-323]])



something_like
- 7| ndarray?| shape 37| Tt 1, 0 EE= empty array= HHE

test matrix = np.arange(30).reshape(5,6)
np.ones_like(test matrix)

array([[1,
il
[1,
(1,
jil;

11,
11,
11,
11,
111)

I
- ™ M MW
N e
b D T T
N e
b I B |
I T

-~ ~ ~ -~ ~



=np.int8)
identity(n=3, dtype=np
np.i

array([{;:
[0,

=13
UG WY)S Yt
=

0,
1,
0,

identity

n OO0 number of

rows
0],
0] .
1]3, dtype=1int8)

np.identity(5)

array([I[

[
[
[
[

1
0
0.
0
0

. L]
.

: -
-~ - - -~

0.,
l.,
0.,
0.,

0.,
0.,
1.,
0.,
0.,

0.,
0.,
0.,
l.,
0.,

0.1,
0.1,
0.1,
0.1,

1.11)



eye

- CHZEMOI 191 3 kZto| A% index?| HZAO| 75

np.eye(N=3, M=5, dtype=np.int8) np.eye(3)

arrav(i[i, 0, 0, 9, 01, array([[ 1., O0., 0.1,
[0 1 0;0; 0], [ By Loy Baly
[0, O, 1, 0, 0]], dtype=int8) | Bse s E:ll)

np.eye(3,5,k=2) k OO start index
[ 0., 0., 1., 0., 0.1,
f Bee Bua Baw Bea Dels
[ Oy Duy Veyp 0. 1:11)

array([

-



diag

oot

12t ol e £

matrix = np.arange(9).reshape(3,3)
np.diag(matrix)

array([0, 4, 8])

np.diag(matrix, k=1) k 00 start index

array([1l, 5])




random sampling

- Ho|g ZZ=0f E sampling2 2 arrayE 44

np.random.uniform(0,1,10).reshape(2,5) WSE£=

array([[ 0.67406593, 0.71072857, 0.06963986, 0.09194939, 0.47293574],
[ 0.13840676, 0.97410297, 0.60703044, 0.04002073, 0.08057727]])

np.random.normal (0, 1,10).reshape(2,5) HiE=

array([[ 1.02694847, 0.39354215, 0.63411928, -1.03639086, -1.76669162],
[ 0.50628853, -1.42496802, 1.23288754, 1.26424168, 0.53718751]])



operation functions




- ndarray2| element& 7t2| &2 +&, li

test_array = np.arange(l,11)
test_array

array([ 1, 2, 3, 4, 5, 6,

test array.sum(dtype=np.float)

55.0



axis

- B E operation functiong ¥ W, 7|F0| &l= dimension &
axis=1

.
-

test_array = np.arange(l,13).reshape(3,4)
test_array

, array([[ 1, 2, 3, 41,
axis=0 5 6 y 8 ES: 6; 7: B);
[ 9, 10, 11, 12]])

test_array.sum(axis=1), test_array.sum(axis=0)

(3,4) (array([10, 26, 42]), array([15, 18, 21, 24]))



axis=1

= operation functiong &

axis=2 ;

[ [ [ i

[ [ 1

| 1| 2| 3| 4
| 5 | 6 | 7 | 8
| 9 | 10 | 11 | 12

(3,.3.4)

2 e T

axis = 0 axis=1

axis=2

axis

Al

; \?xis=0

third_order_tensor =

==
L

met

I, 7| F0| E|= dimension

third_order_tensor

array([[[

1,
5,
9,

1,
5,
9,

1,
5,
9,

2,
6,
10,

2,
6,
10,

2,
6,
10,

3,
7,
11,

3,
7,
11,

3,
7,
11,

np.array([test_array,test_array,test_array])

4,
8],
12]1,

a1,
8],
12]],

a1,
8],
12111)

>
=



axis=1

= operation function2

axis=2

» . axis=0
Il 1l [ 1r\\
| 1 | 2| 3| 4
| 5 | 6 | 7 | 8
| 9 [ 10 | 11 | 12
(3.3.4)
*/’//’ L e
axis = 0 axis=1 axis=2

aXlIs
Asligh Iff, 7|=0| E|= dimension

third order_tensor.sum(axis=2)

array([[10, 26, 42],
[10, 26, 42],
[10, 26, 42]])

third order_ tensor.sum(axis=1)

array([([15, 18, 21, 24),
[15; 18, 21, 24),
[15, 18, 21, 24]]))

third_order_ tensor.sum(axis=0)

array([[ 3, 6, 9, 12],
(1S, 18, 21:; 281,
(27, 30, 33, 36]])

>
=



- ndarray2| elementE& 72| B4 E&= BF HXIF

test_array = np.arange(l,13).reshape(3,4)
test_array
array([([ 1, 2, 3, 4],

[ 5, 6, 7, 8], test_array.mean(), test_array.mean(axis=0)
( 9, 10, 11, 12]])
(6.5, array([ 5.y 6., 7+, 8.]))

test_array.std(), test_array.std(axis=0)

(3.4520525295346629,
array([ 3.26598632, 3.26598632, 3.26598632, 3.26598632)))



Mathematical functions
S ] |:|-°I=o|- A'al- 01A|-x|-§ x".r_'al-

Kxponential: exp, expml, exp2, log, logl0, loglp, log2,

power, sqrt

trigonometric. sin, cos, tan, acsin, arccos, atctan

nyperbolic: sinh, cosh, tanh, acsinh, arccosh, atctanh



Mathematical functions
- 1 9ol = CtAsH =3 HAMXIE H ST (np.something 2F)

np.exp(test_array), np.sqgrt(test_array

(array([[ 2
5

[ 1.

2

[ 8

1

array([[ 1.

.71828183e+00, 7.38905610e+00, 2.00855369e+01,
.45981500e+01],

48413159e+02, 4.03428793e+02, 1.09663316e+03,

.98095799e+03],
.10308393e+03, 2.20264658e+04, 5.98741417e+04,
.62754791e+05]1),

, 1.41421356, 1.73205081, 2. |

[ 2.23606798, 2.44948974, 2.64575131, 2.82842712],

E s

r 3.16227766, 3.31662479, 3.46410162]]))



concatenate

- Numpy arrayg &X|= &+

np.arrav(ii, 2, 31)

vstack 2 -
1 ) ; b = np.array([2, 3, 4])
' 1 2 3 np.vstack((a,b))
) ; ) > 3 4 array([[1l, 2, 3],
[2, 3, 4]])

a = np.array([ [1], [2], [3]])
1 2 | hstack 1 2 b = np.array([ [2], [3]1, [4]])

np.hstack((a,b))
2 3 2 3

array([[1l, 2],
3 4 3 4 (2, 31,

[3, 4]])




concatenate / axis=0

2

concatenate

concatenate / axis=1

5

1

6

3

a = np.array([[1, 2, 3]])
b = np.array([[2, 3, 4]])
np.concatenate( (a,b) ,axis=0

array([[1, 2, 3],
(2, 3, 4]1])

a = np.array([[1, 2], [3, 4]])
b = np.array([[5, 6]])

np.concatenate( (a,b.T) ,axis=1l)

array([[1l, 2, 5],
(3, 4, 6]])



array operations




Operations b/t arrays
- Numpy= array?t2| 7|28 Ql At HAHE X|HE
test_a = np.array([[1,2,3],[4,5,6]], float)

test_a + test_a # Matrix + Matrix
array([[ 2.. 4., 86.],
[ 8.. 10., 12.]])
test_a — test_a # Malrix Watrix
array([[ 0., 0., 0.],

[ 6., 6., @11
test_a * test_a # MatrixLi element

array([[ 1., 4., 9
[ 16., 25.., 36.]])



Element-wise operations

- Array?Zl shapeO| ZE I €0{Lt= AL

matrix_a = np.arange(1,13).reshape(3,4)

1 2 3 - 2 3 -
2 6 7 8 :1"‘: 6 7 8
9 10 11 12 10 11 12

matrix_a * matrix_a

4.
36,

9,
49,

16],
64],

. 100, 121, 144]])

1 - 9 16
2o 36 | 49 | 64
81 | 100 | 121 | 144




Dot product

- Matrix2| 7| H4t 7 8

N 12 3 ~ [s8

- dot & AR [4 5 6])([9 10] —[ ]
1112

test_a = np.arange(1,7).reshape(2,3)
test_b = np.arange(7,13).reshape(3,2)

test_a.dot(test_b)

array([[ 58, 64],
[139, 154]])

https://www.mathsisfun.com/algebra/matrix-multiplying.html



transpose

transpose = T attribute A2

test_a = np.arange(1,7).reshape(2,3) test_a.transpose()
test_a array(I[1, 41,
array([[1, 2, 3], [2, 5],
(4, 5, 6]]) [3, 6]])
test_a.T.dot(test_a) # Matrix 2} S&/ test_a.T
array([[ 17., 22., 27.], array([[1, 4],
j22.. 28.. 88.1, 12. 5],
[ 27., 36., 45.]]) [3, 6]])



broadcasting

- ShapeO| C}E H{E ZF AME X[RSt= 7]s

1 2 | 3
3
5 | 6 I 7 | 8

test_matrix = np.array([[1,2,3],[4,5,6]], float)
scalar = 3

# Mo+ r ’f. = Qv»ﬁ-ﬁ’ [ar
Al Il

test_matrix + scalar # Matrix

array([[ 4., 5., 6.],
| 7., B.. B5.I1)



broadcasting

test_matrix — scalar # Matrix — Scalar 24/ test_matrix // 0.2 # Matrix — Scalar &

array([[-4., -8., -2.], array([[ 4., 9., 14.],

[-<1., B.. 1.11) [ 19., 24., 29.]])
test_matrix ~ 5 # Matrix - Scalar =& test_matrix *x 2 # Matrix — Scalar A&
array([[ 5., 10., 15.], array([[ 1., 4., 9.],

[ 20., 25., 30.]]) [ 6., 25., 36.]])

test_matrix / 5 # Matrix - Scalar L}=c&/

array([[ 0.2, 0.4, 0.6],
[ 0.8, 1., 1.211)



Scalar -
vector 2|0f| =
vector -
matrix 72| &
ME X[ H

10

10

10

el

el Bl el B

NN

]

20

30

8|

10

10

10

20

20

20

30

30

g8 3=

0|0|0
10|10 (10
20|20 |20
30 (30 (30
011)2
0(1]|2

0(1(2
0(1(2
0(1(2
012
0100
10 |10 |10
20 (20 |20
30 13030
0
10
20
30

10

1"

12

20

30

31




1 2 2
- 2 6
Z 8 9
10 11 12

broadcasting

10

20

30

+

test_matrix
test_vector

11 22 a3
14 | 25 36
12 28 | 39
20 31 42

np.arange(1,13).reshape(4,3)

np.arange( 10,40, 10)

test_matrix+ test_vector

array([[11,
[14,
[17,
[20,

nn

—r—

25,
28,
31,

33],
36],
39],
42]1])




Numpy performance #1

def sclar_vector_product(scalar, vector):
result =[]
for value in vector:

result.append(scalar * value)
return result

iternation_max = 100000000

vector = list(range(iternation_max))
scalar = 2

%timeit sclar_vector_product(scalar, vector) # for loopS 0| 2% &5

%timeit [scalar * value for value in range(iternation_max)] # list comprehension= 0|2
%timeit np.arange(iternation_max) * scalar # numpy=S O|2%t 85

- timeit: jupyter 230X ZEQ| HEMHAE X3 s}

rr
ok



Numpy performance #2

YuHoz £EL of2f &

for loop < list comprehension < numpy

100,000,000 $12| loopO| = M| 2F 2F 4Hf O] 2| 45 X0|F E
Numpy= CE L0 210, d5& 2Est= CH4

ato|xe| 7 2 EXQl dynamic typinge Z7|&

CHEZ ALt M = 7S E35] A8 E

Concatenate A& #|4H0| O, ST A= HAF £E0| O|FHO| BlS



comparisons




All & Any

- Array2| H|O|E| & (and) EE= HE(on)7 ZZ0f| 2tF of £ BiSt

jE—

a = np.arange(10)
a

arravi{[O,; 1y 2 35 % D O T 8 91)

np.any(a>5), np.any(a<0) any 00 SiLiZtE =0 ESSHCHA true

(True, False)

np.all(a>5) , np.all(a < 10) all0O0 B57F =40 9k=SICHHA true

(False, True)



Comparison operation #1

- Numpy:= HIEL| 37|17} S & O
element?t H|112| Z1}E Boolean type2 2 it

I S5 F

OI'

test_a = np.array([1l, 3, 0], float)
test_ b = np.array([5, 2, 1], float)
test_a > test b

array([False, True, False], dtype=bool)

test_a == test_ b

array([False, False, False], dtype=bool)

(test_a > test_b).any()

True any 00 SILIELE true2tH true



Comparison operation #2

a = np.array([1l, 3, 0], float)
np.logical and(a > 0, a < 3) # and £719/ condition

array([ True, False, False], dtype=bool)
b = np.array([True, False, True], bool)
np.logical not(b) # NOT ZZ19/ condition

array([False, True, False], dtype=bool)

c = np.array([False, True, False], bool)
np.logical or(b, c) # OR X719 condition

array([ True, True, True], dtype=bool)



np.where

np.where(a > 0, 3, 2) # where(condition, TRUE, FALSE)
array([3, 3, 2])

a = np.arange(10)

ZF H}E
np.where(a>5)

Index @x 2r=

(array([6, 7, 8, 9]),)

a = np.array([l, np.NaN, np.Inf], float)

np.isnan(a) Not a Number

array([False, True, False], dtype=bool)

np.isfinite(a) IS finite number

array([ True, False, False], dtype=bool)



argmax & argmin

- arrayLI‘I -*LI EHﬂ' _EE'E Eliﬂgl indexg HLI-Q-‘;'-

a = np.array([1,2,4,5,8,78,23,3])

np.argmax(a) , np.argmin(a) 1 2 Z
(5, 0)
9 88 45
- Hfo| H}=s
- axis /7|¢re
IL I Yy = e 76 <

a=np'arraY([[l’2I4I7]I[9I8816I45]I[9l76I3l4]])
np.argmax(a, axis=1) , np.argmin(a, axis=0)

(array([3, 1, 1]), array([O, O, 2, 2]))




boolean & fancy
index



boolean index

ad o Ex-l -71:-7;'0'“ [[I.E b X—1

[ -
- numpy= HIE2 §

E US HiE BEZ == 2 = AS

- Comparison operation gf+=&k 25 A7t

test_array =
test_array > 3

array([False,

test_array([test_array > 3]
array([ 4., 8., 9., 7.}1)

condition = test_array < 3
test_array/condition

array([ 1., 0., 2.})

np.array([1l, 4,

True, False, False, False,

0, 2, 3, 8, 9, 7], float)

True, True, True], dtype=bool)

ZZH0| True?l index?| elementlt F=



A=
(12,
[11,
[10,
[ 9,
[1z,
[10,
[13,
[10,
[10,
[14,
[10,
[10,
[10,
[14,
[10,

np.array([

13,
14,
12,
11,
11,
15,
17,
16,
19,
22,
16,
16,
19,
22,
16,

14,
12,
12,
16,
16,
16,
14,
12,
12,
17,
12,
12,
12,
12,
12,

B=A<15
B.astype(np.int)

12,
15,
155
15,
14,
14,
10,
14,
14,
19,
14,
14,
14,
14,
14,

16,
15,
14,
14,
10,
14,
14,
11,
11,
16,
11,
11,
11,
11,
11,

14,
16,
16,
16,
12,
14,
11,
12,
12,
17,
12,
12,
12,
12,
12,

boolean index

11,
10,
10,
25,
16,
16,
14,
14,
14,
18,
14,
14,
14,
14,
14,

10,
12,
12,
12,
12,
15,
15,
18,
18,
1 By ot
18,
18,
18,
17,
18,

91,
11],
12],
10],
131,
12],
10],
11],
10],
131,
111,
11],
107,
131,

1111)

array([[1,
(1,
(1,
(1,
(1,
(1,
(1,
(1,
(1,
[1,
(1,
(1,
(1,
(1,
(1,

11,
11,
11,
11,
11,
11,
11,
1],
11,
11,
1],
11,
11,
1],
111)



fancy index

- numpye= arrays index value2 AF23siA &k

a = np.array([2, 4, 6, 8], float)

mjo

xrEste

b = np.array([0, 0, 1, 3, 2, 1], int) # HIEA| integerZ 121

a[b] #bracket index, b H{ZC glE indexZ 3510 all IS F=

arravyil{l 2., 2.; 4.; 8.; 6+s; 4:])

a.take(b) #take E&f+: bracket index%} &2 &I

arravyl{l 2., 2+ Guy 8oy 6s; 4.))

0

1

gf

4

2
6




fancy mdex

1
- Matrix HEjQ| GIO|E{ = 75
0 1 4
a = np.array([[1, 4], [9, 16]], float) 1 9 16
b = np.array([0, 0, 1, 1, 0], int)

c np.arrav([oe, 1, 1, 1, 1], int)
a[b,c] # bE row index, c£& column indexZ HEI510] HA[E}

array([ 1., Sy 1Buy 105 4.1)



numpy datai/o



loadtxt & savetxt

. o] H|o|E{2 1 ME = 7S "
Text typel| O = 1, MYst= 71s Int type 2t
a = np.loadtxt("./populations.txt") o a int = a.astype(int)
. S8 * R .

a[:10] u}% S= a_int[:3)]

array([[ 1900., 30000., 4000., 48300.], array([[ 1900, 30000, 4000, 48300],
[ 1901., 47200., 6100., 48200.)], [ 1901, 47200, 6100, 48200],
[ 1902., 70200., 9800., 41500.], [ 1902, 70200, 9800, 41500]])
[ 1903., 77400., 35200., 38200.],
[ 1904., 36300., 59400., 40600.], i3 : ; Fs “«

. t ta. =",

[ 1905., 20600., 41700., 39800.], np.savetxt('int_data.csv',a_int, delimiter )
[ 1906., 18100., 19000., 38600.], .
[ 1907., 21400., 13000., 42300.], int_data.csv E M ¥&
[ 1908., 22000., 8300., 44500.],
[ 1909., 25400., 9100., 42100.]])



o _______________________________________________________________________________________________________________________________________________________________________________
int_data.csv

1.900000000000000000e+03,3.000000000000000000e+04,4.000000000000000000e+03,4.830000000000000000e+04
1.901000000000000000e+03,4.720000000000000000e+04,6.100000000000000000€+03,4.820000000000000000e+04
1.902000000000000000e+03,7.020000000000000000e+04,9.800000000000000000e+03,4.150000000000000000e+04
1.903000000000000000e+03,7.740000000000000000e+04,3.520000000000000000e+04,3.820000000000000000e+04
1.904000000000000000e+03,3.630000000000000000e+04,5.940000000000000000e+04,4.060000000000000000e+04
1.905000000000000000e+03,2.060000000000000000e+04,4.170000000000000000e+04,3.980000000000000000e+04
1.906000000000000000e+03,1.810000000000000000e+04,1.900000000000000000e+04,3.860000000000000000e+04
1.907000000000000000e+03,2.140000000000000000e+04,1.300000000000000000e+04,4.230000000000000000e+04
1.908000000000000000e+03,2.200000000000000000e+04,8.300000000000000000e+03,4.450000000000000000e+04
1.909000000000000000e+03,2.540000000000000000e+04,9.100000000000000000e+03,4.210000000000000000e+04
.910000000000000000e+03,2.710000000000000000e+04,7.400000000000000000e+03,4.600000000000000000e+04
.911000000000000000e+03,4.030000000000000000e+04,8.000000000000000000e+03,4.680000000000000000e+04
.912000000000000000e+03,5.700000000000000000e+04,1.230000000000000000e+04 ,4.380000000000000000e+04
.913000000000000000e+03,7.660000000000000000e+04,1.950000000000000000e+04 ,4.090000000000000000e+04
1.914000000000000000e+03,5.230000000000000000e+04,4.570000000000000000e+04,3.940000000000000000e+04
1.915000000000000000e+03,1.950000000000000000e+04,5.110000000000000000e+04,3.900000000000000000e+04
1.916000000000000000e+03,1.120000000000000000e+04,2.970000000000000000e+04,3.670000000000000000e+04
1.917000000000000000e+03,7.600000000000000000e+03,1.580000000000000000e+04,4.180000000000000000e+04
1.918000000000000000e+03,1.460000000000000000e+04,9.700000000000000000e+03,4.330000000000000000e+04
1.919000000000000000e+03,1.620000000000000000e+04,1.010000000000000000€+04,4.130000000000000000e+04
1.920000000000000000e+03,2.470000000000000000e+04, 8.600000000000000000e+03,4.730000000000000000e+04

[ S S



numpy object - npy
- Numpy object (pickle) BE| 2 C|O|E{F Y5t E2{F
- Binary I FE 2 X

np.save( 'npy test", arr=a_int)

Last executed 2017-09-26 11:36:56 in 4ms

npy array = np.load(file="npy test.npy")
npy_array|[:3]

Last executed 2017-09-26 11:37:07 in 5ms

array([[ 1900, 30000, 4000, 48300],
[ 1901, 47200, 6100, 48200],
[ 1902, 70200, 9800, 41500]])
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Human knowledge belongs to the world.
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import pandas as pd #2/0/ 25/

=

HIO|E| 25

F

data_url = 'https ive. ics.ucl.edu/nl /machine-learning-dat abases/hous Ing/hous
df _data = pd.read_csv(data_url, sep="fs+', header = None) #csy ) -
df _data.head() 2O OO 8 F5
0 1 2 3 4 5 6 7 8 9 10 n 12 13
0 000632 180 231 0 0538 6575 652 40000 1 2960 153 390690 498 240
1 002731 00 707 0 0469 6421 789 49671 2 2420 178 39690 914 216
2 002729 00 707 0 0469 7185 611 49671 2 2420 178 39283 403 347
3 003237 00 218 0 0458 6998 458 60622 3 2220 187 39463 294 334
4 006905 00 218 0 0458 7147 542 60622 3 2220 187 39690 533 362






Pandas?| 11/d

CRIM| ZN INDUS CHAS DIS RAD TAX PTRATIO B LSTAT weight 0

0.00632] 180 231 | 2 40000 206.0 153 39690 498

002731] 00  7.07 . 9 49671 242.0 178 39690 9.14

002720] 00  7.07 . 4.9671 242.0 178 39283 403

003237] 00 218 , . 8 6.0622 2220 187 39463 294

006905] 00 218 _ | 2 60622 2220 187 39690 533
Series DataFrame

DataFrame & StL2| ColumnOi| SHE Data Table M%||& Z&oI=
St= Object

Clo|E{2] 2& Object



data_url =

df _data = pd.read_csvidata_url, sep='Ws+', header = None)

df_data.head() ZUS OUS &5
0 1 23 4 5 6 7 8 9 10 1mn 12 13 =
0 000632 180 231 0 0538 6575 652 40000 1 2060 153 39690 498 240 7|§ EIIOIE'l_E E"

—_

002731 00 707 0 0469 6421 789 4967

2420 178 39690 914 216 2'-*1

2420 178 39283 403 347

=
1
(—]
g DataFrame= 4/

2220 187 39690 533 362

002729 00 707 0O 0469 7185 611 4967
003237 00 218 0 0458 6998 458 60622

- LW N
W W NN

006905 00 218 0 0458 7147 542 60622






Series
Column Vector& B

n [1]: from pandas import Series, DataFrame
import pandas as pd

n []: example_obj = Series(|

Init signature: Series(data-None, index

Docstring:

One-dimensional ndarray with axis labels

MNone

g15l= object

it ype-None

name

None

L I
copy=False, fastpath-fFalse)

Shift + TAB



Series

In [2]: | list_data = [1,2,3.4,5]

examnple_obj = Series(data = |ist_data)
examp|e_obj

Out(2]: 0O |
| 2

Index 2 3 data

J 4
4 5
dtype: intb4

Data type




Series

index values e Subclass of numpy.ndarray

Al—=15 e Data:any type

B|—~ |6 ® |ndex labels need not be ordered
C|—~ |12 ® Duplicates are possible (but
D|— |5 result in reduced functionality)

E > 07

https://www.slideshare.net/wesm/pandas-powerful-data-analysis-tools-for-python



Series

In [3]: list_data = [1,2,3.4,5]
list_name = ["a","b","c","d", "e"]
examnple_obj = Series(data = |ist_data, findex=|ist_nane)
exanple_obj
B . -
- ] index 0| 52
outidl: a
b 2 X8
C 3
d 4
£ 5
dtype: intb4



Series
Datall index 0|5 &

In [4]: Hict_data = {"a":1, XA . .
example_obj = Seriesfdict_data, dtyoe=no float32 name="examnple_data"
exanple_obj

" o data type series 0| &
OQutld]: a . AMA
b 2.0 =Oo 273
C 3.0
d 4.0
- 5.0
Name: example_data, dtype: float32



Series

data index0] ©2

In [5]: example_obj["a"] st7|
Qut(5]): 1.0 N
data index0| 2t &
In [6]: example_obj["a"] = 3.2 3"7|
examnple_obj
Out[B]: a 3.2
b 2.0
C 3.0
d 4.0
- 5.0
Name: example_data, dtype: float3Z



example obj.values ﬂ' EI ﬁE El_"

array([ 3.20000005, 2. y 3 ;r 4. r S 1,
dtype=float32)

example obj.index Index EI o

Index(['a', 'b', 'c¢', 'd’, 'eE,ulc_}typefobject')

example obj.name = "number" e

example obj.index.name = "alphabet" Data O'II EH ‘&I' xc-; Eg x'l Q
example obj

alphabet

a 3.2

b 2.0

c 3.0

d 4.0

e 5.0

Name: number, dtype: float32



Series

dict data 1 = {“"a":1, "b":2, "¢":3, "d":4, "e":5}
indexes —_ ["a"’!lbll'llcll'"d"’lle","fll’llg"'llh"]
series obj 1 = Series(dict_data_ 1, index=indexes)

series obj 1 index fx 7"° 7| O = series *c','%'
a 1.0
b 2.0
> 3.0
d 4.0
e 5.0
: NaN
g NaN
h NaN

dtype: floaté64



Dataframe
Overview



Pandas?| 11/d

CRIM| ZN INDUS CHAS DIS RAD TAX PTRATIO B LSTAT weight 0

0.00632] 180 231 | 2 40000 206.0 153 39690 498

002731] 00  7.07 . 9 49671 242.0 178 39690 9.14

002720] 00  7.07 . 4.9671 242.0 178 39283 403

003237] 00 218 , . 8 6.0622 2220 187 39463 294

006905] 00 218 _ | 2 60622 2220 187 39690 533
Series DataFrame

DataFrame & StL2| ColumnOi| SHE Data Table M%||& Z&oI=
St= Object

Clo|E{2] 2& Object



Dataframe

columns [foo bar baz qux ® NumPy array-like
index , ‘ ; ;
® Each column can have a
-+ |0 x | |27] | v different type
B|—+|a B Tre :
' ® Row and column index
C|—~ |8 z 10 False
o i "
8 B lalle i bl Size mutable: insert and delete
columns
E|— |16 a 18 Faise
— — — e e

https://www.slideshare.net/wesm/pandas-powerful-data-analysis-tools-for-python



DataFrame
Series& D O0}A 0= Data Table = 7| 2 2X} &

In [4]: from pandas import Series, DataFrame
import pandas as pd
import numpy as np

In [ ]: DataFrame!| Shift + TAB

L

In (3] Init signature: DatafFrame(data=None, index=None, columns=None, dtype=MNone, copy=False)

Docstring:
Two-dimensional size-mutable, potentially heterogeneous ta

abular data
structure with labeled axes (rows and columns). Arithaetic operat ions



In [1]:

In [2]):

Out .

# Example L
raw_data = {'first_name':
‘last _nane’:
‘age’:

'city':

DataFrame

from pandas import Series, DataFrame
import pandas as pd
import numpy as np

frop - htips.!

['Miller’,

column_name : data

Fyr s | B s/

ou

(42, 52, 36, 24, 73],

['San Francisco',

[‘Jason', 'Molly',
‘Jacobson’,

df
first_name last_name age city
0 Jason Miler 42 SanFrancisco
1 Molly Jacobson 52 Baltimore
2 Tina Ali 36 Miami
3 Jake Milner 24 Douglas
4 Amy Cooze 73 Boston

pap_values_to_values. hin/

*Jake', 'Amy'],

‘Milner', 'Cooze'

‘Baltimore’], ‘Miami', 'Douglas’,
df = pd.DataFrame(rav_data, coluans = ['first_nane’

"last _name’,

e'l,
'Boston']}
‘age', 'city'])



In [3]: DataFrame(raw_data, columns = [“age”,

column MEH

Out [3]

DataFrame

"city"])

age city
0 42 SanFrancisco
1 52 Baltimore
2 36 Miami
3 24 Douglas
4 73 Boston
In [4]: DataFrame(raw_data, columns = [“first_name”,"last_name”, "age", "city”, "debt"])
out (4] MZ2 column F7}
first_name last_name age city debt
0 Jason Miller 42 SanFrancisco NaN
1 Molly Jacobson 52 Baltimore NaN
2 Tina Al 36 Miami NaN
3 Jake Milner 24 Douglas NaN
4 Amy Cooze 73 Boston NaN



DataFrame

df = DataFrame(raw_data, columns = [“first_name”, “last_name”, "age", "city", "debt"])
df. first_name

- x>
0 e column MEY — series &
2 Tina
3 Jake
4 Ay
Name: first_name, dtype: object

df["“first_name")

Jason  column AEH — series

Mol |y
Tina

0 x
] T
2

g Jake

4

N

e
=

Ay
ame: first_name, dtype: object



DataFrame

df

first_name last_name age city debt
0 Jason Mider 42 SanFrancisco NaN
1 Molly Jacobson 52 Baltimore NaN
2 Tina Al 36 Miami NaN
3 Jake Miner 24 Douglas NaN
4 Amy Cooze 73 Boston NaN

L I -

at. tocll] loc - index location
first_name Mol ly
last _nane Jacobson
age 52
city Baltimore
debt NaN

Name: |, dtype: object

att-sge) el ) iloc — index position

] 52
2 36
3 24
4 73
Name: age, dtype: intb4



DataFrame

loc2 index 0| &, iloc2 index number

O 180 Y1 S monsoo— N f Qi f Y] f e

# Example from — https://stackoverf|ow. con/quest i ons/ 31583 8n08s VS—i X—VS
s = pd.Series(np.nan, index=[49,48,47,46,45, 1, 2, 3, 4, 5])
s. loc[:3]

49  NaN

48  NaN

47  NaN

46  NaN

45  NaN

| NaN

2 NaN

3 NaN

dtype: floathbd

s.iloc[:3]
49 NaN
48 NaN
47  NaN

dtype: floatb4



DataFrame
ColumnO| M2 H[o|H &F

df.debt = df.age > 40

df

first_name last_name age city debt
0 Jason Miler 42 SanFrancisco True
1 Molly Jacobson 52 Baltimore True
2 Tina Ali 36 Miami False
3 Jake Miiner 24 Douglas False
4 Amy Cooze 73 Boston True

df. T



DataFrame

In [13]: df.T
] 1 2 3 4
first_name Jason Molly Tina Jake Amy
Wt same  Mier Jxowon Al Miner Goore transpose
age 42 52 36 24 73
city SanFrancisco Batimore Miami Douglas Boston
debl True True False Faise True

In [14]): df.values

1): array([['Jason’, 'Miller', 42, 'San Francisco', True),
['Molly", ‘Jacobson', 52, 'Baltimore', True], ZF *21
[‘Tina', 'Ali‘, 36, 'Niani’, False], HA =H M

['Jake', 'Milner', 24, 'Douglas’, False],
['Amy’, 'Cooze’, 73, 'Boston’, True]], dtype=cbject)

In [20]: df.to_csvi)|

', first_name, last_name,age,city,debt®n0,Jason, Niller.42,San Francisco,True®¥nl, Mol ly, Jacobson,52,Baltinore, True®n2, Tina, Ali,36,Miani,Falsefn

3,Jake, Milner, 24,0ouglas, Fal sefind, Amy, Cooze, 73,Boston, True®n’
t|:| 2|'
CSV '



DataFrame

Column2 AbA| gt
del df["debt"]

df
first_name Ilast_name age city
0 Jason Miller 42 San Francisco
1 Molly Jacobson 52 Baltimore
2 Tina Ali 36 Miami
3 Jake Milner 24 Douglas

4 Amy Cooze 73 Boston



DataFrame

# Example from Python for data analyis
| Nested dictO| A=
pop = {'Nevada': {2001: 2.4, 2002: 2.9},

'Ohio': {2000: 1.5, 2001: 1.7, 2002: 3.6}}

Column & Index 2f

DataFrame (pop)

Nevada | Ohio
2000 | NaN 1.5

2001 |2.4 1.7
2002 | 2.9 3.6




Selection & Drop



Selection with column names

df["account"].head(3) St702| column MEHA|

211829
320563
648336

0
1
2
Name: account, dtype: inté64
e 17§ O|&+9| column A1EH

df[["account"”, "street", "state"]].head(3)

account | street state
0(211829 |34456 Sean Highway Texas
11320563 | 1311 Alvis Tunnel NorthCarolina

2648336 |62184 Schamberger Underpass Apt. 231 | lowa




Selection with index number

at(:31  column O|& 10| AI2SIE= index numbere row 7| & HEA|

account name street city state R Jan |Feb Mar
code
0|211829 |Kerluke.Koepp |, c6 Sean Highway s Texas 28752 |10000 62000 |35000
and Hilpert Jaycob
1320563 |Walter-Trantow 1311 Alvis Tunnel E:: diiah NorthCarolina | 38365 |95000 | 45000 |35000
Bashirian, Kunde |62184 Schamberger New
648336 I 76517 |91000 | 120000 | 35000
. and Price Underpass Apt. 231 Lilianland o

ae["account”11:31  columnO| &1} BH row index AFEA|, SHE columnt

0 211829
1 320563
2 648336

Name: account, dtype: inté64



Series selection

account_serires = df["account"] account serires[account serires<250000]
account serires[:3]

0 211829 .

0 211829 & i ABaE Boolean index
1 320563 4 121213
2 648336 5 132971
Name: account, dtype: inté4 6 145068
7 205217
: 8 209744

t 0,1,2

account serires[[0,1,2]] g o
0 211829 17 o|Ate] 10 214098
1 320563 - e 11 231907
2 648336 index 12 242368

Name: account, dtype: inté64

Name: account, dtype: inté64



Index H

74

df.index = df["account"]
del df["account"]
df.head ()
; postal-
ame street state J Feb M
n city e an e ar
account
211820 | onuke.Koepp |4\ 1c6 Sean Highway  |NewJaycob | Texas 28752 |10000 |62000 35000
and Hilpert
320563 | Walter-Trantow 1311 Alvis Tunnel Port Khadijah NorthCarolina | 38365 |95000 |45000 35000
e4g3gs |oshinan, Kunde |62184 Schamberger |\ jiantand  [lowa 76517 91000 | 120000 |35000
and Price Underpass Apt. 231
D'Amore
' 155 Fadel A
109996 | Gleichner and 123 Bufel Creacent ABL |y satbirgh Maine 46021 |45000 |120000 10000
Bode
121213 |Bauch-Goldner 7274 Marissa Common | Shanahanchester | California 49681 | 162000 | 120000 | 35000




Basic, loc, iloc selection

Column 1}
df[["name", "street"]]1[:2] »
index humber
name street
account
211829 |Kerluke, Koepp and Hilpert | 34456 Sean Highway

320563

Walter-Trantow

1311 Alvis Tunnel

Column number?2}
df.iloc[:2,:2) .
index number
name street
account
211829 | Kerluke, Koepp and Hilpert | 34456 Sean Highway

320563

Walter-Trantow

1311 Alvis Tunnel

df.loc[[211829,320563],[ "name", "street"]] Column .T'.I'

name

street index name

account

211829
320563

Kerluke, Koepp and Hilpert

Walter-Trantow

34456 Sean Highway
1311 Alvis Tunnel




index XjAH

df.index = list(range(0,15))

df.head()
name street city state POSTRg
code
Kerluke, K :
0 ?r s, Fuoep and 34456 Sean Highway New Jaycob Texas 28752
Hilpert
1 | Walter-Trantow 1311 Alvis Tunnel Port Khadijah NorthCarolina | 38365

Bashirian, Kunde
and Price

62184 Schamberger
Underpass Apt. 231

New Lilianland

lowa

76517




Data drop

df.drop(1) Index numberZ= drop

name street city s
0 Kferluke, SoEpprEhe 34456 Sean Highway New Jaycob L}
Hilpert
o Bashirian, Kunde and |62184 Schamberger New Lilianland I

Price

Underpass Apt. 231




Data drop

df.drop|([0,1,2,3]) 7| O|&2| Index numberZ drop

account | name street city state
4 |121213 |Bauch-Goldner £20% hactlusn Shanahanchester | California
Common
Williamson
’ 89403 Casi
5 |132971 |Schumm and : B Jeremieburgh Arkansas
. Spring
Hettinger
340 Consuela
14 LL k iellaton | Mississipi
6 5068 |Casper LLC Bridge Apt. 400 Lake Gabriellaton | Mississipi




Data drop

axis X| 22 HE 7|E2 2 drop 00 column 0| “city”

df.drop("city",axis=1) # df.drop([ "city",

"state"],axis=1)

name street state POST-
code
0 |Kerluke, Koepp and Hilpert |34456 Sean Highway Texas 28752
1 |Walter-Trantow 1311 Alvis Tunnel NorthCarolina | 38365
5 | i R T || oo LD | 76517

Apt. 231




Dataframe
Operations



Series operation

sl = Series(

range(l,6), index=list("abced")) sl.add(s2) sl + s2

i a NaN a NaN

i b 7.0 b 7.0

: ; o 9.0 C 9.0

e 4 d 13.0 d 13.0

d 5 e 11.0 e 11.0

dtype: inté64 e 13.0 e 13.0
£ NaN < NaN
dtype: floaté64 dtype: floaté64

s2 = Series(
range(5,11), index=list("bcedef"))

L index 22 7|F22 AT
=

=
NaNZf2e 2 Hizl

ocowoo~Jdo W,

1

b
c
e
d
e
f
dtype: inté64



Dataframe operation

dfl = DataFrame(

np.arange(9).reshape(3,3),
columns=list("abc"))

dfl

b

0

1

1

2

a c
0f1]2]
3|a|5
678

df2 = DataFrame(

np.arange(1l6).reshape(4,4),
columns=list("abed"))

df2

dfl + df2 dfl.add(df2,fill value=0)
e
a b c d a b c d

0/0.0 |2.0 (4.0 [NaN 0/0.0 |20 |4.0 |3.0
1/7.0 (9.0 |11.0|NaN 1|70 (9.0 |11.0|7.0
2/14.016.0 |18.0 |NaN 2/14.0|16.0/18.0|11.0
3| NaN |NaN | NaN | NaN 3/12.0/13.0/14.0|15.0

df= columni} index® 25 1

add operation® 2™ NaNZ} 022 HE
Operation types: add, sub, div, mul



df = DataFrame(

np.arange(1l6).reshape(4,4),

Series + Dataframe

columns=list("abcd"))

df

10

11

14

15

o

column2 7|
broadcasting©

1011 12 13
10111213
1011 12 13
1011 12 13

s = Series(

np.arange(10,14),

lindex=1ist("abcd"))

a 10
b b b §
c 12
d 13
dtype:

Eoz
|

inté64

df + s

12

14

16

16

18

20

20

22

24

24

26

28




Series + Dataframe

df = DataFrame( - “’ = |a ‘ :: = Series(np.arange(10,14))
np.arange(l6).reshape(4,4), olo 11 12 |3
columns=list("abcd")) ( } 0 10
df 1/4 |5 |6 |7 1 11
28 |9 |10 11\ 2 12
1 3 13
3(12(13[14 |15 dvyoas Lored
df + s2 df.add(s2, axis=0)

alb c|d . =0
0 /NaN NaN NaN NaN | NaN |NaN | NaN | NaN axis= 7 | o= s
1/NaN |NaN |NaN |NaN | NaN |NaN | NaN | NaN 0|14 11| 12113 \row broadcastlng ‘gl

2 |NaN |NaN | NaN | NaN | NaN | NaN [ NaN | NaN 1|/15|16(17 (18
3|NaN |NaN | NaN | NaN NaN | NaN | NaN | NaN 2120121122 (23

3125|2627 |28




lambda, map, apply



= ol
- Lisp 00l AIZHE 7| o2 ou HIfOIofof B0 AL

lambda argument : expression

lambda x,y: X + vy

def f(x , v):
return x + y

f = lambda x,y: X + y
£(1,4)

<



Lambda &+

f = lambda x: x / 2 StLtC| argumentBt X 2|5t
£l 2) lambda®+
1.5

f = lambda x: x ** 2

£(3)
9
(lambda x: x +1)(5) O|E2 T SHX| U= lambda

6



IIJQ JN ook

map &+

T2 sequenced HIO|E &

OIX} 2 Hto}

elementOIC} Q242 SH4-2 M 2310 |ist=
HX o2 St4+2 |ambdaHEIE BT

map(function,

sequence)

ex = [1,2,3,4,5]
f = lambda x: x ** 2
list(map(f, ex))

[1I 4, 9, 16, 25]

Hi 2}

h



map &T
f = lambda x, y: X + Yy = 7ljo| &e| argument7|' AS M=
list(map(f, ex, ex)) = 749 sequence%‘% M‘IOFQ‘

[2' 4l 6, 8’ 10]

A &+ A= AH8E + I8

list(map(lambda x: x+X, ex))
#python 30[& listE % =E0{FOfgt

[ZI 4’ 6' 8’ 10]



map for series

- Pandas?| series type2| H|O|E{0| = map &+ Al87ls
- function CH3! dict, sequenced X2 S22 CHHY| 7t

sl = Series(np.arange(10))

sl.head(5) sl.map(lambda x: x**2).head(5)
0 0 0 0

1 1 1 1

2 2 2 <

3 L 3 9

= = - 16

dtype: inté64 dtype: inté64



map for series

= 41: ‘A", 2¢ 'B'; 3: 'C'} s2 = Series(np.arange(10,20))

sl.map(z).head(5) sl.map(s2).head(5)

o dict type2 2 > 10 Z2xiel HolEE
i & HolEf @M 5, 1 22 M
... = A2 NaN D

dtype: object dtype: inté64



Example - map for series

df = pd.read csv("wages.csv")
df.head()

earn height | sex race |ed|age

0(79571.299011|73.89 |male |white|16 (49

1 196396.988643 |66.23 |female | white |16 |62

48710.666947 |63.77 |female |white |16 |33

80478.096153 | 63.22 |female |other |16 |95

hTOWN

82089.345498 | 63.08 |female |white |17 |43




Example - map for series

df.sex.unique()

array([ 'male’,

df["sex code"] = df.sex.map({"male":0,

df.head(5)

'female'], dtype=object)

4

"female":1})

str 00 A28 code

earn

height

sex

race

ed

sex_code

79571.299011

73.89

male

white

16

49

0

96396.988643

66.23

female

white

16

62

1

48710.666947

63.77

female

white

16

33

1

80478.096153

63.22

female

other

16

95

SN

82089.345498

63.08

female

white

17

43




Replace function

- Map &49] 7|53 Hlo|E HE 7|5
_ HlO|E]| HEA| BO| AR B4

df.sex.replace

{"male":0,

) .head()

= W ihhe+-= O

Name:

O

dict type H&

sex, dtype: inté64

"female":1}

[”male" .

ot

df.sex.replace(
"female"],

CiC}
O o

Target list
Conversion list

[0,1], inplace=True)

df.head(5)

earn

height

sex race

ed

sex_code

079571.299011

73.89

0 white

16

49

0

1/96396.988643

66.23

1 white

16

62

1

248710.666947

63.77

1 white

16

33

1

inplace 00 G0

E| HetZEa

= M

= Mo




apply for dataframe

- mapd e, series HH (column)di ofS &+E HE
- Y& 2f0| series H|O|E{ 2 YZ O} handling 7ts

df _info = df[["earn", "height","age"]] f = lambda x : x.max() - x.min()

df info.head() df info.apply(f)
. earn 318047.708444
gl T | age height 19.870000
0|79571.299011 | 73.89 |49 age 73.000000
dtype: floaté64
1]96396.988643 |66.23 |62
48710.666947 63.77 |33 r—
ZI column B2 Zalgt B

80478.096153 |63.22 |95
82089.345498 |63.08 |43

W IN




COLYE

apply for dataframe

df info.sum()

earn 4.474344e+07
height 9.183125e+04
age 6.250800e+04

dtype: floaté64

Ait g AT e S22 51E AS = AUS

- mean, std S A&7l

df info.apply(sum)

earn 4.474344e+07
height 9.183125e+04
age 6.250800e+04
dtype: floaté64



def

apply for dataframe

- scalar Zt 0|2|9j seriesZ}to| Izt 7} &t

£f(x):

return Series([x.min(), x.max()], index=["min"

df info.apply(f)

earn height | age
min |-98.580489 57.34 |22
max | 317949.127955 | 77.21 |95

r

"max"1])



applymap for dataframe

- series TH2|7} OtLl element THE|E S8 HT
- series TH?|0f| applyE HE8AIZ We} 2 =1}

f

= lambda x : -X = lambda X : -X

f
df info.applymap(f).head(5) df info["earn"].apply(f).head(5)

-79571.299011

earn height | age
-96396.988643

-96396.988643 | -66.23 | -62 -80478.096153

0
|
-79571.299011 | -73.89 | -49 2 -48710.666947
3
4 -82089.345498

-48710.666947 | -63.77 | -33 Name: earn, dtype: floaté64

-80478.096153 | -63.22 | -95

TN

-82089.345498 | -63.08 | -43




Pandas Built-in
functions



- Numeric type H|O|E{2] 29 BEHE EHF

df = pd.read csv("wages.csv")
df.head()

describe

df .describe()

earn

height

sex

race

79571.299011

73.89

male

white

16

49

96396.988643

66.23

female

white

16

62

48710.666947

63.77

female

white

16

33

80478.096153

63.22

female

other

16

95

82089.345498

63.08

female

white

17

43

earn height ed age
count | 1379.000000 |1379.000000 | 1379.000000 | 1379.000000
mean | 32446.292622 |66.592640 |13.354605 |45.328499
std |31257.070006 |3.818108 2.438741 15.789715
min |[-98.580489 57.340000 |3.000000 22.000000
25% |10538.790721 |63.720000 |12.000000 |[33.000000
50% |26877.870178 |66.050000 |13.000000 |42.000000
75% |44506.215336 |69.315000 |15.000000 |55.000000
max |317949.127955|77.210000 |18.000000 |95.000000




u
- series datal| st U= listE Hiztgt

df .race.unique() O ol st °|-’Egl Z{ list

array([ 'white', 'other', 'hispanic', 'black'], dtype=object)

np.array(dict(enumerate(df["race"].unique()))) dict typegi index
array({0: 'white', 1: 'other', 2: 'hispanic', 3: 'black'}, dtype=object)

value = list(map(int, np.array(list(enumerate(df["race"].unique())))[:, 0].tolist()))
key = np.array(list(enumerate(df["race"].unique())), dtype=str)[:, 1].tolist()

alueT Eey label index 2t} label 2f Zt2ZF =&

(o, 1, 2, 3], ['white', 'other', 'hispanic', 'black'])



unique X
label str 00 index 222 H=t

df["race"].replace(to_replace=key, value=value, inplace=True)

value = list(map(int, np.array(list(enumerate(df["sex"].unique())))[:, 0].tolist()))
key = np.array(list(enumerate(df["sex"].unique())), dtype=str)[:, 1].tolist()

value, key *c','hé()'“ EH-SHA-IE %OEI-CI’-I';" xﬂ-l'g'

([0, 1], ['male', 'female'])

df["sex"].replace(to_replace=key, value=value, inplace=True)
df.head(5)

earn height | sex race ed |age
0/79571.299011(73.89 |0 |0 16 |49
1/96396.988643 |66.23 (1 |0 16 |62

“sex”2} “race” column?@|
index labelling




sum

7| 2H9l column == row o] AAl= X| <l
- sub, mean, min, max, count, median, mad, var =
(== |

df.sum(axis=0)| column & df.sum(axis=1) row &

earn 4.474344e+07 0 79710.189011
height 9.183125e+04 1 96542.218643
sex 8.590000e+02 2 48824.436947
race 5.610000e+02 3 80654.316153
ed 1.841600e+04 4 82213.425498
age 6.250800e+04 5 15423.882901
dtype: float64 6 47231.711821



df.isnull()

isnull

- column £ row 2] NaN (null) 29| index2 utztst

earn | height [sex |race |ed age
0 False | False |False |False |False |False
1 False | False |False |False |False |False
2 False | False |False |False |False |False

df.isnull().sum()

earn 0 Null®l
height 0 Zro| st
sex 0
race 0
ed 0
age 0

dtype: inté64



column 4

df.sort values|

sort_values

[Ilagell >

U= 7| =22 HO|E & sorting

"earn"], ascending=True).head(10)

earn height | sex |race | ed | age
1038 |-56.321979 |67.81 (0 |2 10 |22
800 |-27.876819 (7229 |0 |0 12 |22
963 |-25.655260 |68.90 (0 |0 12 |22
1105|988.565070 |64.71 (1 |0 12 |22
801 |1000.221504  64.09 |1 |0 12 |22

ascending 00 L EX}=



Correlation & Covariance

- MBSt BEME ToHE B

- corr, cov, corrwith

df.age.corr(df.earn) df.corrwith(df.earn)
0.074003491778360575 earn 1.000000
height 0.291600
sex -0.337328
df.age.cov(df.earn) N—— ~0.063977
36523.6992104089 ed 0.350374
| age 0.074003

cov(X,Y) _ E[(X — px)(Y — py)] dtype: float64

Pxy = —
Ox0Oy OxO0y



Correlation & Covariance

df.corr()

earn height sex race ed age
earn |1.000000 |0.291600 |-0.337328 -0.063977 |0.350374 |0.074003
height |0.291600 |1.000000 |-0.703672 |-0.045974 |0.114047 |-0.133727
sex |-0.337328|-0.703672|1.000000 |0.000858 |-0.061747|0.070036
race |[-0.063977 |-0.045974 |0.000858 |1.000000 |-0.049487 |-0.056879
ed 0.350374 |0.114047 |-0.061747 |-0.049487 | 1.000000 |-0.129802
age |0.074003 |-0.133727 0.070036 |-0.056879 |-0.129802 | 1.000000




TEAMLAB

Human knowledge belongs to the world.



Pandas #2

Data handling

Director of TEAMLAB
Sungchul Choi




Groupby I



Groupby

- SQL grou pby %! Fg 0-' QI. 7EI-% - . Split Apply Combine

AlO
- split 00 apply OO0 combine  [*] [° Ar
ayecs B 5 sum
- IS AN A4 DD DN
A 5 B|S i A |15
B 10 Bl|10O} — B |30
C 15 B |15 C|45
A 10
B 15 d L.
¢ |1s sum
C 20
C|20

https://goo.gl/EGu
OiA



Groupby Xs

dhe ol o
—
df.groupby("Team")[ "Points"].sum()
F22 7|F0| El= 2H HEgEs AH
Points | Rank | Team |Year
Team
0/876 1 Riders {2014 Devils 1536
. Z47
1/789 |2 |Riders|2015 e =205 =
Riders 3049 TEAMS= 7|&FC 2
2863 2 Devils | 2014 Royals 1505 Points_;_ Sum
3/673 |3 |Devils 2015 kings |
Name: Points, dtype: 1nté64
4741 3 Kings (2014




ot 7

h

Groupby

AL

O] 49| columnes &8 = U2

df.groupby([ "Team",

Team
Devils

Kings

Riders

Year
2014
2015
2014
2016
2017
2014
2015
2016

863
673
741
756
788
876
789
694

"Year"])["Points"].sum()

Points | Rank | Team | Year
0(876 |1 Riders 2014
1|1789 |2 Riders 2015
2|863 |2 Devils | 2014
3(673 |3 Devils (2015
4741 3 Kings (2014




Hierarchical index

Groupby B&o| ZWELE A2 dataframe

T 02| column2Z groupbyE & B%, index?| 71 478

h_index.index

MultiIndex(levels=[['Devils', 'Kings', 'Riders', 'Royals', 'kings']), [2014, 2015, 2016, 201
711,
lab918=[[o, 0, 1’ 1’ 1, 2’ 2, 2' 2, 3' 3' 4]’ [0’ 1, 0’ 2' 3, 0’ 1' 2’ 3' 0, 1’

111,
names=[ 'Team', 'Year'])

h_index["Devils":"Kings"]

Team Year

Devils 2014 863
2015 673

Kings 2014 741
2016 756
2017 788

Name: Points, dtype: inté4



Hierarchical index — unstack()

- Group2 2 FOH{l H|O|E| & matrix YEHZ TE|F

ieam Year h_index.unstack()
Devils 2014 863
2015 673 Year 2014 2015 (2016 (2017
Kings 2014 741
2016 756 Team
2017 788 Devils |863.0/673.0 NaN |NaN
Riders 2014 876
2015 289 Kings |741.0 NaN |756.0(788.0
2016 694 Riders | 876.0 | 789.0|694.0 |690.0
2017 690
Royals 2014 701 Royals | 701.0 | 804.0 |[NaN |NaN
2015 804 :
k NaN |812.0|NaN |NaN
kings 2015 812 he-_n




Hierarchical index — swaplevel

- Index level& HEY = AS
h_index.swhplevel() h index.swaplevel().sortlevel(0)
Year Team Year Team
2014 Devils 863 2014 Devils 863
2015 Devils 673 Kings 741
2014 Kings 741 Riders 876
2016 Kings 756 Royals 701
2017 Kings 788 2015 Devils 673
2014 Riders 876 Riders 789
2015 Riders 789 Royals 804
2016 Riders 694 kings 812
2017 Riders 690 2016 Kings 756
2014 Royals 701 Riders 694
2015 Royals 804 2017 Kings 788

kings 812 Riders 690

Name: Points, dtype: inté64 Name: Points, dtype: inté64



Hierarchical index — operations

- Index level= 7| &2 2 7|2 ¢4t

h_indhx.sum(level=0)

Team
Devils 1536
Kings 2285

Riders 3049
Royals 1505
kings 812
Name: Points, dtype: inté64

8 7Hs

h index.sum(level=1)

Year
2014
2015
2016
2017

Name:

3181
3078
1450
1478
Points,

dtype:

int64



Groupby II



Groupby — gropued
- Groupby®il 2|5}l SplitEl 4EHE FE 7|58

grouped = df.groupby("Team") Devils

Points Rank Team Year
for name,group in grouped: 2 863 2 Devils 2014
print (name) 3 673 3 Devils 2015
print (group) Kings
Points Rank Team Year
4 741 3 Kings 2014
Tuple FE2 1 59| key & 6 756 1 Kings 2016

7z e .
Value?fO| === 7 788 1 Kings 2017



Groupby — gropued

- EH™ keyZt2 717 289 BHY FE 75

grouped.get group("Devils")

Points | Rank | Team | Year
863 2 Devils | 2014
673 a Devils | 2015




Groupby — gropued
F=Tl group BEOI= M 7HX| {82 applyZl 7Is&
Aggregation: 24EH SABEE FEN =
Transformation: ol HEE HIG| S
Filtration: 578 B2 & H|A 5l EFE= €HE 7=



Groupby — aggregation

grouped.agg(sum)

import numpy as np
grouped.agg(np.mean)

Points

Rank

Year

Team

Devils

768.000000

2.500000

2014.500000

Kings

761.666667

1.666667

2015.666667

Riders

762.250000

1.750000

2015.500000

Points | Rank | Year
Team
Devils | 1536 |5 4029
Kings |2285 |5 6047
Riders | 3049 |7 8062
Royals | 1505 |5 4029
kings (812 |4 2015

Royals

752.500000

2.500000

2014.500000

kings

812.000000

4.000000

2015.000000




Groupby — aggregation

grouped[ 'Points'].agg([np.sum, np.mean, np.std])

sum

mean

std

Team

Devils

1536

768.000000

134.350288

Kings

2285

761.666667

24.006943

Riders

3049

762.250000

88.567771

Royals

1505

752.500000

72.831998

kings

812

812.000000

NaN




Groupby — transformation

- Aggregationit EC| keydt HE 2% F HE7} O
- 708 H|o|E{e] HEts X|H T




score =

lambda x:
grouped.transform(score)

(x)

df

Points | Rank | Team | Year
0 |876 1 Riders | 2014
1 (789 |2 Riders [2015
2 (863 |2 Devils |2014
3 (673 |3 Devils |2015
4 (741 3 Kings |2014
5 (812 |4 kings |2015
6 (756 |1 Kings |2016
7 |788 |1 Kings |2017
8 (694 |2 Riders |2016
9 (701 4 Royals | 2014

Points | Rank | Year
0 876 |1 2014
1 (789 |2 2015
2 (863 |2 2014
3 [673 |3 2015
4 (741 |3 2014
5 (812 |4 2015
6 (756 |1 2016
7 /788 |1 2017
8 (694 |2 2016
9 (701 |4 2014




score =

lambda x:

(X.max())

grouped.transform(score)

df

Points | Rank | Team |Year
0 (876 |1 Riders |2014
1 |789 |2 Riders (2015
2 (863 |2 Devils 2014
3 [673 |3 Devils |2015
4 |741 3 Kings (2014
5 (812 |4 kings [2015
6 (756 |1 Kings (2016
7 |788 |1 Kings |2017
8 (694 |2 Riders |2016
9 [701 4 Royals | 2014

Points | Rank | Year
0 |876 |2 |2017
1 (876 (2 2017
2 (863 |3 |2015|Series CJ|O| E:
3 (863 |3  |2015 = O] E
4 |788 |3 |2017 Keyi{;% 7
5812 |4 |2015 Grouped# O
6 (788 |3 |2017
7 (788 |3  [2017
8 (876 |2 |2017
9 (804 |4 |2015

EF maxLt min A&



score =

grouped.transform(score)

Points

Rank

Year

1.284327

-1.500000

-1.161895

0.302029

0.500000

-0.387298

0.707107

-0.707107

-0.707107

-0.707107

0.707107

0.707107

-0.860862

1.154701

-1.091089

NaN

NaN

NaN

-0.236043

-0.577350

0.218218

1.096905

-0.577350

0.872872

df

Points | Rank | Team |Year
0 (876 |1 Riders |2014
1 |789 |2 Riders (2015
2 (863 |2 Devils 2014
3 [673 |3 Devils |2015
4 (741 3 Kings (2014
5 (812 |4 kings |2015
6 (756 |1 Kings (2016
7 (788 |1 Kings |2017
8 (694 |2 Riders |2016
9 [701 4 Royals | 2014

-0.770596

0.500000

0.387298

© 0O N OO O~ DN

-0.707107

0.707107

-0.707107

<j

lambda x: (x - x.mean()) / x.std()|

Xi — H
o




Groupby — filter

. EX ZHOE HO|E{E HME 0 A8

df .groupby( 'Team').filter(lambda x: len(x) >= 3)

Points | Rank | Team | Year
0 |876 1 Riders | 2014
1 |789 |2 Riders | 2015
4 |741 3 Kings |2014
6 |756 1 Kings |2016
7 |788 1 Kings |2017
8 694 |2 Riders | 2016
11/690 |2 Riders | 2017

- filter9t0]| = boolean =710| =ZX}js}jofgt
- len(x)= groupedEl dataframe 7l
df.groupby( 'Team').filter(lambda x: x["Rank"].sum() > 2)

df.groupby( 'Team').filter(lambda x: x["Points"].sum() > 1000)

df .groupby( 'Team').filter(lambda x: x["Rank"].mean() > 1)






- AMZtat Glo|E FF7t BelE S HIolE

import dateutil

df phone =

df phone.head()

Data

pd.read_csv("phone data.csv")
df phone[ 'date’'] = df phone[ 'date'].apply(dateutil.parser.parse, dayfirst=True)

index | date duration  item |month |network | network_type
0(0 2014-10-15 06:58:00 | 34.429 |data |2014-11 |data data
11 2014-10-15 06:58:00 | 13.000 |call |2014-11 |Vodafone | mobile
2|2 2014-10-15 14:46:00 | 23.000 |call |2014-11 |Meteor |mobile
3(3 2014-10-15 14:48:00  4.000 call {2014-11 |Tesco mobile
44 2014-10-15 17:27:00 | 4.000 call [2014-11 |Tesco mobile

https://www.shanelynn.ie/wp-content/uploads/2015/06/phone_data.csv




df phone.groupby( 'month')[ ‘'duration’].sum()

month

2014-11 26639.441

2014-12 14641.870

2015-01 18223.299

2015-02 15522.299

2015-03 22750.441

Name: duration, dtype: floaté64

df phone[df phone['item'] == 'call'].groupby( ' 'network')[ 'duration'].sum()
network

Meteor 7200.0

Tesco 13828.0

Three 36464.0

Vodafone 14621.0

landline 18433.0

voicemail 1775.0

Name: duration, dtype: floaté4



df _phone.groupby|([ 'month', 'item'])['date'].count()

month item
2014-11 call 107
data 29
sms 94
2014-12 call 79
data 30
sms 48
2015-01 call 88
data 31
sms 86
2015-02 call 67
data 31
sms 39
2015-03 call 47
data 29
sms 25

Name: date, dtype: inté64



df phone.groupby([ 'month', 'item'])['date'].count().unstack()

item call |data |sms

month

2014-11|107 |29 |94

2014-12|79 |30 |48

2015-01 |88 |31 |86

2015-02 |67 |31 |39
2015-03 |47 |29 |25




df phone.groupby( 'month', as index=False) Jagg({"duration”: "sum"})

month |duration

0/2014-11 | 26639.441

1/2014-12 | 14641.870

2015-01 | 18223.299

2015-02 | 15522.299

T ON

2015-03 [ 22750.441




df phone.groupby([ ‘'month’,

'item']).agg({'duration’':sum,
"count",

'network type':
'date': 'first'})
network_type | date duration
month |item
call |107 2014-10-15 06:58:00 | 25547.000
2014-11 |data | 29 2014-10-15 06:58:00 | 998.441
sms |94 2014-10-16 22:18:00 | 94.000
call |79 2014-11-14 17:24:00 | 13561.000
2014-12|data |30 2014-11-13 06:58:00 | 1032.870
sms |48 2014-11-14 17:28:00 | 48.000
call |88 2014-12-15 20:03:00 | 17070.000
2015-01 |data | 31 2014-12-13 06:58:00 | 1067.299

# ¢



‘item']).agg({'duration': [min, max, sum], # find the min
'network type': "count", # find the number of networ

df phone.groupby([ ‘'month’,

'date': [min, 'first', 'nunique']}) # get the min
network_type | date duration
count min first nunique  min max sum
month |item
call |107 2014-10-15 06:58:00 | 2014-10-15 06:58:00 | 104 1.000 |1940.000 |25547.000
2014-11 data |29 2014-10-15 06:58:00 | 2014-10-15 06:58:00 | 29 34.42934.429 998.441
sms |94 2014-10-16 22:18:00 | 2014-10-16 22:18:00 | 79 1.000 |1.000 94.000
call |79 2014-11-14 17:24:00 | 2014-11-14 17:24:00 | 76 2.000 [2120.000 |13561.000
2014-12 data |30 2014-11-13 06:58:00 | 2014-11-13 06:58:00 | 30 34.42934.429 1032.870
sms |48 2014-11-14 17:28:00 | 2014-11-14 17:28:00 | 41 1.000 |(1.000 48.000




grouped = df_ phone.groupby( 'month').agg( {"duration” : [min, max, np.mean]})

grouped.columns = grouped.columns.droplevel(level=0)
grouped.rename(columns={"min": "min duration", "max": "max duration", "mean": “mean_duration"}ﬂ

min_duration | max_duration mean_duration
month
2014-11 1.0 1940.0 115.823657
2014-12|1.0 2120.0 93.260318
2015-01 1.0 1859.0 88.894141
2015-02 1.0 1863.0 113.301453
2015-03 /1.0 10528.0 225.251891




Pivot table
Crosstab



Pivot Table

F2l7t ExceldflA] 2F 1 Al

Index =2 groupby®l SHgt

ColumnOi| F7I£ labelling Z& F7}5194,

Value®| numeric type 2t aggregation o= HE|



df phone =

df phone.head()

Pivot Table

pd.read_csv("phone data.csv")
df phone[ 'date’'] = df_phone[ 'date'].apply(dateutil.parser.parse, dayfirst=True)

index | date duration |item month |network |network_type
0(0 2014-10-15 06:58:00 | 34.429 |data |2014-11 |data data
11 2014-10-15 06:58:00 | 13.000 |call |2014-11 |Vodafone | mobile
2|2 2014-10-15 14:46:00 (23.000 |call |2014-11 | Meteor |mobile
3(3 2014-10-15 14:48:00 | 4.000 call |2014-11 |Tesco mobile
44 2014-10-15 17:27:00 | 4.000 call |2014-11 |Tesco mobile
U 7EF MNE2H




df phone.pivot table(["duration"],
index=|df phone.month,df phone.item],
columns=df phone.network, aggfunc="sum", fill value=0)

-

/ du
etwork | Meteor | Tesco | Three | Vodafone | data landline | special | voicemail | world

month |item

call 1521 |4045 |12458|4316 0.000 2906 0 301 0
2014-11 |data 0 0 0 0 998.441 |0 0 0 0

sms 10 3 25 55 0.000 0 1 0 0

call 2010 |1819 |6316 |1302 0.000 1424 0 690 0
2014-12 | data 0 0 0 0 1032.870 |0 0 0 0

sms 12 1 13 18 0.000 0 0 0 4




Crosstab

595 F 20| uip vl Hg, S8 S 72 O A8
- Pivot table2| E+3F HE|
- User-ltem Rating Matrix & Tt [l Al8715¢



Crosstab

df movie = pd.read csv("./movie rating.csv")
df movie.head()

critic M|2= |title 72 = rating | 2%

0 | Jack Matthews | Lady in the Water |3.0

1 | Jack Matthews | Snakes on a Plane [4.0

Jack Matthews | You Me and Dupree | 3.5

Jack Matthews | Superman Returns |5.0

hTOWN

Jack Matthews | The Night Listener |3.0




pd.crosstab(index=df movie.critic,columns=df movie.title,values=df movie.rating,
aggfunc="first").fillna(0)

" Just My Lady in the Snakes on a Superman The Night You Me and

title X

Luck Water Plane Returns Listener Dupree
critic
Claudia Puig (3.0 0.0 3.5 4.0 4.5 25
- 1.5 3.0 35 5.0 3.0 35
Seymour
Jack

0.0 3.0 4.0 5.0 3.0 3.5
Matthews
Lisa Rose 3.0 2.5 3.5 3.5 3.0 2.5
Mick LaSalle [2.0 3.0 4.0 3.0 3.0 2.0
Toby 0.0 0.0 4.5 4.0 0.0 1.0




df movie.pivot table(["rating"], index=df movie.critic, columns=df movie.title,
aggfunc="sum", fill value=0)

rating
: Just My Lady in the Snakes on a Superman The Night You Me and

title

Luck Water Plane Returns Listener Dupree
critic
Claudia Puig |3.0 0.0 3.5 4.0 4.5 25
808 15 3.0 35 5.0 3.0 35
Seymour
Jack

0.0 3.0 4.0 5.0 3.0 3.5
Matthews
Lisa Rose 3.0 2.5 3.5 3.5 3.0 25
Mick LaSalle (2.0 3.0 4.0 3.0 3.0 2.0
Toby 0.0 0.0 4.5 4.0 0.0 1.0




Merge & Concat




Merge
- SQLO|A| E50| AFRSH= Merge®l 22 7|5
- £ 7429| H|o|E{ & GILIEZ T

subject_id j first_name last_name

Billy Bonder

Brian Black
Bran Balwner
Bryce Brice

Betty Btisan




subject_id test_score

o -

G s LN -

1

N A 0N

51
15
15
61
16
14

subject_id

Merge

T2 2 merge

pd.merge(df_a, df_b, on="subject_id’)

subject_id first_name last_name

0

subject_id test_ id first_ name last_nam '
0 4 61 Billy Bondk :
1 5 16 Brian Blac..
2 7 14 Bryce Brice
3 8 15 Betty Btisan

4

o ~N O O

Billy
Brian
Bran
Bryce
Betty

Bonder
Black
Balwner
Brice

Btisan



Merge

& dataframeO| columnO|&S0| C}& f
pd.merge(df a, df b, left on='subject id', right on='subject id')

subject_id test_score first_name last_name

0 4 61 Billy Bonder
1 5 16 Brian Black
2 7 14 Bryce Brice
3 8 15 Betty Btisan



Join method

INNER JOIN FULL JOIN

left right
table table

LEFTJOIN RIGHT JOIN

right
table




Data

subject_id | first_name | last_name
0|1 Alex Anderson
1|2 Amy Ackerman
2|3 Allen Al
34 Alice Aoni
45 Ayoung Atiches

subject_id | first_name | last_name
04 Billy Bonder
15 Brian Black
2|6 Bran Balwner
3|7 Bryce Brice
48 Betty Btisan




Left join

pd.merge(df a, df b, on='subject id', how='left')

click to scroll output; double click to hide

supject_ida | Tirst_name_x | last_name_x | first_name_y | last_name_y
01 Alex Anderson NaN NaN
1|2 Amy Ackerman NaN NaN
2|3 Allen Ali NaN NaN
34 Alice Aoni Billy Bonder
45 Ayoung Atiches Brian Black




Right join

pd.merge(df a, df b, on='subject id', how='right')

subject_id | first_name_x | last_name_x | first_name_y | last_name_y
04 Alice Aoni Billy Bonder
1|5 Ayoung Atiches Brian Black
26 NaN NaN Bran Balwner
3|7 NaN NaN Bryce Brice
48 NaN NaN Betty Btisan




Full(outer) join

pd.merge(df _a, df b, on='subject id', how='outer')

subject_id | first_name_x |last_name_x | first_name_y |last_name_y

01 Alex Anderson NaN NaN

1|2 Amy Ackerman NaN NaN

2|3 Allen Ali NaN NaN

34 Alice Aoni Billy Bonder

4|5 Ayoung Atiches Brian Black

5|6 NaN NaN Bran Balwner
6|7 NaN NaN Bryce Brice

78 NaN NaN Betty Btisan




Inner join

pd.merge(df a, df b, on='subject id', how='inner')

subject_id | first_name_x | last_name_x | first_name_y | last_name_y
04 Alice Aoni Billy Bonder
15 Ayoung Atiches Brian Black




Index based join

pd.merge(df a, df b, right index=True, left index=True)

subject_id_x | first_name_x | last_name_x |subject_id_y | first_name_y | last_name_y
0|1 Alex Anderson 4 Billy Bonder
1|2 Amy Ackerman S Brian Black
2|3 Allen Ali 6 Bran Balwner
3|4 Alice Aoni 7 Bryce Brice
45 Ayoung Atiches 8 Betty Btisan




22 el HIo|H &
= =
Result
AD BO @ DO
Al e| a|l o
R | | D2
A3 B3 a D3
AA B4 c D4
A5 BS (8] D5
A5 | BS| CB| D6
ar| 87| | o7
A8 Ba| e8| D8
AQ B9 @ Do
A0 BlO| Q0| Dlo
All1| B11| Qi| b1

Concat

=0|&=

O ALXHO

dof4

Result

AD B0 @ DO| MNaN| NaN| NaN
Al Bl a DI| MNaN| NaN| MNaN
R B Q Dz B D2 F2
A3 B3 a D3 83 D3 B
NaN [ NaN | NaN| NaN B6 D6 F6
NaN [ NaN | NaN| NaN B7 D7 F7

https://pandas.pydata.org/pandas-docs/stable/merging.html



df new

df new.reset index()

pd.concat(|/df _a, df b ]|)

Concat

df a.append(df b)

index | subject_id | first_name | last_name subject_id | first_name |last_name
0/0 1 Alex Anderson 0|1 Alex Anderson
1(1 2 Amy Ackerman 1(2 Amy Ackerman
3|3 4 Alice Aoni 3|4 Alico Ao
4|4 5 Ayoung Atiches _
4|5 Ayoung Atiches
50 4 Billy Bonder
: 04 Billy Bonder
6 1 5 Brian Black
712 6 Bran Balwner 115 Brian Black




df new

df new.reset index()

Concat

= pd.concat([df a, df b], axis=1)

index | subject_id | first_name | last_name | subject_id | first_name | last_name
00 1 Alex Anderson |4 Billy Bonder
11 2 Amy Ackerman |5 Brian Black
2|2 3 Allen Ali 6 Bran Balwner




DB

Persistence




Database connection
- Data loadingA| db connection 7| & H|S¢g
import sqglite3 Database Z I C

conn = sqlite3.connect("./data/flights.db")
cur = conn.cursor()

cur.execute("select * from airlines limit 5;")
results = cur.fetchall()

results

db HZ conne AF23}0] dataframe A4

df airplines = pd.read sql query("select * from airlines;", conn)
df airports = pd.read sql query("select * from airports;", conn)
df routes = pd.read sql query("select * from routes;", conn)



XLS persistence

- Dataframe?| A F=E I L
- Xls YITIS 2 openpyxls EE = XIsxWrite AFHE

writer = pd.ExcelWriter('./data/df routes.xlsx', engine='xlsxwriter')
df routes.to excel(writer, sheet name='Sheetl')



- 7H LHEH QI python I}t persistence

Pickle persistence

- to_pickle, read_pickle & ALE

df routes.to_pickle("./data/df routes.pickle")

df routes pickle =

df routes pickle.head()

pd.read pickle("./data/df routes.pickle")

index | airline | airline_id | source | source_id | dest | dest_id | codeshare | stops | equipment
0|0 2B 410 AER 2965 KZN [2990 |None 0 CR2
1|1 2B 410 ASF |2966 KZN [2990 |None 0 CR2
21|12 2B 410 ASF [2966 MRV 2962 | None 0 CR2




TEAMLAB

Human knowledge belongs to the world.



matplotlib

Visaulization

Director of TEAMLAB
Sungchul Choi




matplotlib
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Visualization
| O|E] A4 <}
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matplotlib

- pyplot M| & AL&51H] C|O|E & HA|
- Pyplot H|0f] J2j=5S W2 LIS showE flush

10000 A

import matplotlib.pyplot as plt

8000 -

X = range(100) =
Y = [value**2 for value in X] o
plt.plot(X, Y)

plt.show() o

0 4

0 20 a0 80 80 100



matplotlib

X Tt argumentE kwargs 23,
14 El argument?t 8{0{M alt+tab2 2 2010| 0{2Z

Signature: plt.plot(*args, **kwargs)

Docstring:

Plot lines and/or markers to the

:class: ~matplotlib.axes.Axes . *args* is a variable length
argument, allowing for multiple *x*, *y* pairs with an
optional format string. For example, each of the following is
legal::

plot(x, y) # plot x and y using default line style and color
plot(x, y, 'bo') # plot x and y using blue circle markers
plot(y) # plot y using x as index array 0..N-1

plot(y, '©t') # ditto, but with red plusses



matplotlib

- Grapht= 22l figure ZHA|0]] 4/
- pyplot X AL&Al, 7| Z figure®ll 22{=7} 2T

i T resacvatany cor varae sz =/ (IANKARERAAREARI
X 2 = range(100) 025: ﬂ * * |

Y 2 = [np.sin(value) for value in X] 0.00 -

plt.plot(X 1, Y 1) o | |
et ! IRV

-1.00 A

0 20 40 60 80 100



matplotlib

fig = plt.figure() # figure BI&}
fig.set size inches(10,5) # F7/X|&

ax 1 = fig.add subplot(1,2,1) # 52 plot 44
ax 2 = fig.add subplot(1,2,2) # F/9 plot 44

ax l.plot(X 1, Y 1, c="b" )] 100
ax_2.plot(X 2, Y 2, c="g")os; " ” “ h ﬂ ” ” H 075 - H N N ﬁ H
plt.show() # show & flush s 050 -

| VPO = U

~1.00 1 -1.00 -

0 20 40 60 80 100 0 20 40 60 80 10C



Set color

- Color 54 & AR

- Float 00 S, rgb color, predefined color A&

200 1
plt.plot(X 1, Y 1, color="#eeefff") 175 |
plt.plot(X 2, Y 2, color="r") 150

125 -
plt.show() il

75 1

50 1

25

0

0 20 40 &0 80 100



plt.plot(X 1,
plt.plot(X 2,

plt.show()

200 1
175 4
150 -

125 A

Set linstyle
- Is £ linestyle £ AIg

Y 1, c="b", linestyle="dashed")
Y 2, c="r", 1ls="dotted")

100{ -

75 -

50.

25 1

0

-
-
-
-
-
-
-

100




Set title

- PyplotO] titleZrs AL, figure2| subplotE U= 7=

plt.plot(X 1, Y 1, color="b", linestyle="dashed")
plt.plot(X 2, Y 2, color="r", linestyle="dotted")

Two lines
plt.title("Two lines") 200 ]
plt.show() 175 |
150 -
125
wo| ~ —
e
50 1 P
25 - /,,—"/‘
-

0 20 40 60 80 100



Set title
- Latex EIYC| B9k 7I5 (=4 EH 7t5)

plt.title( 'Sy = \\frac{ax + b}{test}$') ax+b

Y=o
plt.show()
175 A
150 -
125 -
100 A

-
-
-
-
-
o
-

75 1

25 -

-
-
-
S
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
-
=
-
-
-
. -
-
-

0 20 40 80 80 100



Set legend

- Legend &2 HYE HEAIE, loc #IX|S &8 X8

plt.plot(X 1, Y 1, color="b", linestyle="dashed", label='line 1')
plt.plot(X 2, Y 2, color="r", linestyle="dotted", label='line 2')

plt.legend(shadow=True, fancybox=True, loc="lower right")
’ y=ax+b

200 1

175 1

G
2%
-

-
-
o
-




- Graph Ex=/

plt.grid(True,
plt.x1lim(-100,
plt.ylim(-200,

Set grid & xylim

2 Xt gridet xy= 89l etAlE X8

lw=0.4, 1ls="--", c=".90")
200) 200
200) 150 4

100 A1

50 4 ”I
01 e
-50
-100 A
-150 A === line 1
""" line_2
=200 T T T T T
=100 -50 0 50 100 150 200



Matplotlib
Graph



Scatter

- scatter &5 AL, marker: scatter 2 ¥X|d

data_1l = np.random.rand(512, 2)
data_2 = np.random.rand(512, 2)

10 -
plt.scatter(data_1[:,0], data_1[:,1], c="b", marker="x")
plt.scatter(data_2(:,0], data_2[:,1], c="r", marker=""§} -

plt.show() 06 4

04

0.2 4

0.0 4




Scatter

- s: HIo|E{2| A 7|& X|’8, HIo|E|e] 2 7|H|w7ts

N
X

y

50

np.random.rand(N)
np.random.rand(N)
colors = np.random.rand(N)
area = np.pi * (15 * np.random.rand(N))**2 0.6 -

10 1

0.8 1

plt.scatter(x, y, s=area, c=colors, alpha=0.5)

plt.show( )|

04 4

0.2 4

0.0 1

)

> M
> @

@

@

0.0

02

0.4 06 08

10



Bar ¢

- Bar & Al o

agata = [I5,, 25., 50., 20.]),
(4., 23.y 51., 171,
[6.,; 22y B2¢y 1911

X = np. arange( 4 ) 0.0 05 10 15 20 25 30 35

plt.bar(X + 0.00, data[0], color = 'b', width = 0.25)
plt.bar(X + 0.25, data[l], color = 'g', width 0.25)
plt.bar(X + 0.50, data[2], color = 'r', width = 0.25)
plt.xticks(X+0.25, ("A","B","C", "D"))

plt.show()




Bar ch

140 A

120 A

100 A

color list = ['b’', 'g', 'r']

data label = ["A","B","C"]

X = np.arange(data.shape[l]) -0.5

for i in range(data.shape[0]):
plt.bar (X, data[i], bottom = np.sum(data[:i], axis=0),

color = color list[i], label=data label|[i])
plt.legend()
plt.show()

8 & 8 8

o




histogram

X = np.random.randn(1000)

plt.hist(X,bins=100)
plt.show() 30 -

25 -

20 1

10 A




boxplot

data = np.random.randn(100,5)

plt.boxplot(data) 3 —
plt.show() | —




matplotlib
with pandas



pandas matplotlib

- Pandas 0.7 H{H 0|4 £ E matplotlibE Al8%H Jei= X[
- Dataframe, seriesE2 2 2= = 715

CRIM |ZN |INDUS |CHAS NOX RM |AGE|DIS |RAD|TAX |PTRATIO|B LSTAT | MEDV

0.00632 | 18.0 |2.31 0 0.538 | 6.575|65.2 {4.0900 |1 296.0(15.3 396.90/4.98 |24.0

DN

0.02731{0.0 |7.07 |0 0.469 | 6.421|78.9 [4.9671 |2 242.0(17.8 396.90|9.14 |21.6

0.02729|0.0 |7.07 |0 0.469 |7.185|61.1 [4.9671 |2 242.0(17.8 392.83|4.03 |[34.7

0.03237 (0.0 |2.18 |0 0.458 | 6.998 | 45.8 | 6.0622 |3 222.0|18.7 394.63(2.94 |33.4
0 3

0.06905|0.0 |2.18 0.458 | 7.147 | 54.2 |6.0622 222.0(18.7 396.90(5.33 |[36.2




Boston House Price Dataset

- M4l 2{'d S HIO|E E4& X35 = Of,
1S CHEH 22 A&5t= Example Dataset

- 19780 &= HIO|EZ, 0| AL SAH =A £

I,

O3 BAE X|Ho| FEY 7pe o -Fi-Rude BTy
c| g



Boston House Price Dataset

[01] CRIM XiX|Al(town) 8 1212 EX &
[02] ZN 25,000 Y OEE =Nst= H=X|Ho H|E
[03] INDUS HAYAXIYGO| HRSD A= EX|2 H|E
04] CHAS ELZ0) Ciet CojE(Z2 FAN KT F=E= 1, OIL T 0)
[05] NOX 10ppm 8 55 FASEL

X t&-?— [06] RM FH171:% %‘-" e i+

137" — [07) AGE 1940 O 0| UFE L2 RFH2| | §
[08] DIS 5742 EAH NUWEMX|2] F24 K=
[09] RAD SAHE SENX| L W28 X+
[10] TAX 10,000 &2 T MWLM &
[11] PTRATIO KEX| Al(town) & SH8/2 A H| §
[12] B 1000(Bk-0.63)22, 07| M Bk XHXIAIE Rol2| Hig& ¥E.
. [13] LSTAT DTS S A S 2] 8l & (%)
Y Hd#. —~ [oaweov 20l 292 ZHNABLL) (S2: $1,000

http://www.dator.co.kr/ctg258/textyle/17213
http://www.cs.torontg.7edu/ ~delve/data/boston/bostonDetail.htm|



pandas matplotlib

- HlojEZte] SEEAE = W scatter graph AHE 7ts

fig = plt.figure()

ax = []

for i in range(1,5):
ax.append(fig.add_subplot(z,z,i)ﬂ 40 |

ax[0].scatter(df_data["CRIM"], df data["MEDV"])

ax[l].scatter(df_data[ "PTRATIO"], df_data["MEDV"]%_

ax[2].scatter(df_data["AGE"], df_data["MEDV"])

ax[3].scatter(df_data["NOX"], df_data["MEDV"])

plt.show()




pandas matplotlib

- matplotlibe| F0|7| &+ OCHZ AL8E

ax[0].scatter(df_data["CRIM"], df data["MEDV"], color="b", label="CRIM")
ax[1l].scatter(df data["PTRATIO"], df data["MEDV"], color="g" )
ax[2].scatter(df_data["AGE"], df_data["MEDV"] ) CRIM

ax[3].scatter(df_data["NOX"], df _data["MEDV"]) 5 {gpem
plt.subplots_adjust(wspace=0, hspace=0)
ax[0].legend()

ax[0].set_title("CRIM") V1 -

40 4




pandas matplotlib

- plot &8 Al83stH ™A Hlo|E{Q] graphE 1 &

df data.plot()

700 1

600 |

500 -

400 g

300 A

200

100 -

—

- CRIM
ZN
~— |NDUS
— CHAS
— NOX
~ RM

AGE
— DS
RAD
e TAX




pandac maknlat]

40 4

fig = plt.fiqure() =
fig.set size inches(10,5)

ax 1 = fig.add subplot(l,2,1) 1
ax 2 = fig.add subplot(1l,2,2)

ax l.plot(df data["MEDV"])

ax 2.hist(df data["MEDV"], bins=50)
ax l.set title("House price MEDV")
ax 2.set title("House price MEDV")

400

=
I h House price MEDV

35 1

30

25 4

20 4

15 4

10 1




Scaled boxplot

from sklearn.preprocessing import StandardScaler

std scaler = StandardScaler()

scale data = std scaler.fit transform(df data)

fig = plt.figqure()

ax = fig.add subplot(1l,1,1)

ax.boxplot(scale data, labels=df data.columns)

fig.set size inches(18.5, 10.5)
8 ’ 8

b o Tnms 11
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pd.scatter matrix(df data, diagonal="kde", alpha—l flgSlze—(ZO 20))
plt.show()

=




Scatter matrix

fig = plt.figure()

ax = fig.add _subplot(111)
cax = ax.matshow(corr _data, vmin=-1, vmax=1, interpolation='nearest')
fig.colorbar(cax) CRM 2N INDUSCHAS NOX RM AGE DIS RAD TAXPTRATIO B LSTATMEDV
fig.set_size inches(10,10) “
ticks= np.arange(0,14,1)
ax.set_xticks(ticks)
ax.set_yticks(ticks)

100

ax.set_xticklabels(df_data.columns)
ax.set_yticklabels(df_data.columns)
I




