
Overview

Linear Regression

Director of TEAMLAB
Sungchul Choi



머신러닝의학습방법들

- Gradient descent based learning

- Probability theory based learning

- Information theory based learning

- Distance similarity based learning



머신러닝의학습방법들

- Gradient descent based learning

실제 값과 학습된 모델 예측치의 오차를 최소화

모델의 최적 parameter 찾기가 목적

gradient descent 활용



Source: http://platum.kr/archives/83757

실제값

예측치



Source: http://platum.kr/archives/83757

실제값



Source: http://platum.kr/archives/83757

실제값



Source: http://platum.kr/archives/83757

실제값



Source: http://platum.kr/archives/83757

실제값



https://sujinleeme.github.io/javascript-machine-
learning/linear-regression-ols
https://www.facebook.com/sujinlee.me

https://sujinleeme.github.io/javascript-machine-learning/linear-regression-ols
https://www.facebook.com/sujinlee.me




오차의 합

오차는 양수 또는 음수 가능 ➔ 상쇄될 수 있음

제곱의 합으로 변환



Squared Error





최소 또는 최대의 문제 → 미분으로 해결하기

찾고자 하는 값은?  



Human knowledge belongs to the world.



Cost Function
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앞으로우리는

예측함수를가설함수라고부를예정



실제값과가설함수의차이

Cost function이라고부를예정



Cost function에서구하는것

cost function의최소화를위한 weight 값









Review: Scalar derivative rules

http://parrt.cs.usfca.edu/doc/matrix-calculus/index.html



weights의최적값컴퓨터가찾는방법

- 연립방적식 풀기 (normal equation)

- gradient descent



Human knowledge belongs to the world.



Normal equation
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Normal equation

Cost Function을최소화하는방법







위식을만족하는 값을구하기













여러개의변수일경우?

가확대됨



결론



Normal equation

- 의 역행렬이 존재할 때 사용

- Iteration 등 사용자 지정 parameter가 없음

- Feature가 많으면 계산 속도가 느려짐



Human knowledge belongs to the world.



Gradient Descent
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컴퓨터에 𝒙𝟐 의최적값찾기



컴퓨터에 𝒙𝟐 의최적값찾기



컴퓨터에 𝒙𝟐 의최적값찾기



컴퓨터에 𝒙𝟐 의최적값찾기



컴퓨터에 𝒙𝟐 의최적값찾기
gradient v

10

20 9.8
19.6 9.604

9.604 9.50796
9.50796 9.41288
9.41288 9.318752

9.318752 9.225564
9.225564 9.133308

9.133308 9.041975
9.041975 8.951556
8.951556 8.86204
8.86204 8.77342
8.77342 8.685685

8.685685 8.598829
8.598829 8.51284

8.51284 8.427712
8.427712 8.343435



정해야하는것

Learning rate에대한선정

얼마나많이 loop을돌것인가?



너무작을경우

끝까지못감
시간이오래걸림



너무클경우

데이터가튀는문제가생김
수렴하지못하는경우생김

http://www.onmyphd.com/?p=gradient.descent



굴곡이많은함수의경우는?

http://www.wolframalpha.com/input/?i=derivative+x+sin(x%5E2)+%2B+1



굴곡이많은함수의경우는?





Human knowledge belongs to the world.



Linear Regression with GD
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Minimize



Minimize



https://scipython.com/blog/visualizing-the-gradient-descent-method/





결국 parameter의업데이트



Linear regression with GD

- 임의의 값으로 초기화

- Cost function 이 최소화 될 때까지 학습

- 더 이상 cost function이 줄어들지 않거나 학습 횟
수를 초과할 때 종료



Linear regression with GD

simultaneously



Linear regression with GD

- Learning rate, Iteration 횟수 등 Parameter 지정

- Feature가 많으면 Normal equation에 비해 상대
적으로 빠름

- 최적값에 수렴하지 않을 수도 있음



Human knowledge belongs to the world.



Implementation
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Human knowledge belongs to the world.



Multivariate Linear Regression
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식은많아지지만여전히 Cost 함수의최적화



Simultaneously 
update







Human knowledge belongs to the world.



Linear Regression w/sklearn
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Boston House Price Dataset

-머신러닝등데이터분석을처음배울때, 

가장대표적으로사용하는 Example Dataset

- 1978년에발표된데이터로, 미국인구통계조사결과

미국보스턴지역의주택가격에영향요소들을정리함
http://lib.stat.cmu.edu/datasets/boston



Boston House Price Dataset

http://www.cs.toronto.edu/~delve/data/boston/bostonDetail.html

http://www.dator.co.kr/ctg258/textyle/1721307

X 변수
13개

Y 변수



데이터로딩



데이터로딩



데이터스케일링



데이터스케일링



Train-Test Split



Linear regression fitting

𝑦 = 𝑤1𝑥1 +𝑤2𝑥2 + 𝛽3𝑥3 + 𝑤4𝑥4 + 𝑤5𝑥5
+𝑤6𝑥6 +𝑤7𝑥7 +⋯𝑤13𝑥13 +𝑤0 ∙ 1



수식결과비교

෍

𝑖=0

13

𝑤𝑖𝑥𝑖 = 𝒘𝑇 ∙ 𝒙



Metric 측정



Human knowledge belongs to the world.



Stochastic Gradient Descent
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Gradient descent



Gradient descent

http://news.jtbc.joins.com/article/article.aspx?news_id=NB10867287



Gradient descent



Gradient descent

Gradient descent
Full-batch 

Gradient descent



Gradient descent



Full-batch gradient descent



Full-batch gradient descent

- GD는 1개의 데이터를 기준으로 미분

- 그러나 일반적으로 GD = (full) batch GD라고 가정

- 모든 데이터 셋으로 학습



Full-batch gradient descent

- 업데이트 감소 → 계산상 효율적(속도) 가능

- 안정적인 Cost 함수 수렴

- 지역 최적화 가능

- 메모리 문제 (ex – 30억개의 데이터를 한번에?)

- 대규모 dataset → 모델/파라메터 업데이트가 느려짐



Full-batch gradient descent

- 업데이트 감소 → 계산상 효율적(속도) 가능

- 안정적인 Cost 함수 수렴

- 지역 최적화 가능

- 메모리 문제 (ex – 30억개의 데이터를 한번에?)

- 대규모 dataset → 모델/파라메터 업데이트가 느려짐







- 원래 의미는 dataset에서 random하게 training 
sample을 뽑은 후 학습할 때 사용함

- Data를 넣기 전에 Shuffle



- 빈번한 업데이트 모델 성능 및 개선 속도 확인 가능

- 일부 문제에 대해 더 빨리 수렴

- 지역 최적화 회피

- 대용량 데이터시 시간이 오래걸림

- 더 이상 cost가 줄어들지 않는 시점의 발견이 어려움





- 한번의 일정량의 데이터를 램덤하게 뽑아서 학습

- SGD와 Batch GD를 혼합한 기법

- 가장 일반적으로 많이 쓰이는 기법



- 전체 데이터가 Training 데이터에 들어갈 때 카운팅

- Full-batch를 n번 실행하면 n epoch

- Batch-size 한번에 학습되는 데이터의 개수

- 총 5,120개의 Training data에 512 batch-size면
몇 번 학습을 해야 1 epoch이 되는가?







Human knowledge belongs to the world.



SGD implementation issues
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Mini-Batch SGD

전체 Epoch이 iteration 되는 횟수

SGD 여부 → SGD일 경우 shuffle

한번에 처리하는 BATCH_SIZE

BATCH_SIZE 크기 만큼 X_batch 생성



Convergence process



Convergence process



Convergence process

SGD Only



Convergence process



Time-consuming

Gradient descent

Full-batch Gradient descent

Stochstic Gradient descent

Minibatch-SGD



Multivariate



Multivariate









Learning-rate decay

- 일정한 주기로 Learning rate을 감소시키는 방법

- 특정 epoch 마다 Learning rate를 감소

self._eta0 = self._eta0 * self._learning_rate_decay

- Hyper-parameter 설정의 어려움

- 지수감소 , 1/t 감소



종료조건설정

- SGD과정에서 특정 값이하로 cost function이
줄어들지 않을 경우 GD를 멈추는 방법

- 성능이 좋아지지 않는/필요없는 연산을 방지함

- 종료조건을 설정 - tol > loss - previous_loss

- tol은 hyperparameter로 사람 설정함



Human knowledge belongs to the world.



Overfitting and Regularization
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Overfitting

학습데이터 과다 최적화 → 새로운 데이터의 예측 ↓

https://goo.gl/aP8iFa

Underfitting Just right Overfitting



Occam’s razor

https://ko.wikipedia.org/wiki/%EC%98%A4%EC%BB%B4%
EC%9D%98_%EB%A9%B4%EB%8F%84%EB%82%A0



Bias – Variance tradeoff

학습데이터 과다 최적화 → 새로운 데이터의 예측 ↓

https://goo.gl/aP8iFa

High bias Just right High variance



Bias – Variance tradeoff

High bias 

원래 모델에 많이 떨어짐

잘못된 데이터만 계속 학습함
→ 잘못된 Weight만 Update

High variance  

모든 데이터에 민감하게 학습

Error를 고려하지 않음
→ 모든 Weight가 Update

http://scott.fortmann-roe.com/docs/BiasVariance.html



Train-Test Error

Testset

Trainset



Overcoming Overfitting

- 더 많은 데이터를 활용한다.

- Feature의 개수를 줄인다

- 적절히 Parameter를 선정한다

- Regularization



Regularization



Regularization



Human knowledge belongs to the world.



L1 – Regularization / Lasso
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L1 regularization

- 기존 Cost function L1(norm) penalty term을 추가

- norm - 벡터의 길이 혹은 크기를 측정하는 방법

L1는 manhattan distance 
원점에서 벡터 좌표까지의 거리

http://taewan.kim/post/norm/



L2 regularization



L2 regularization



Normal equation approach



Normal equation approach



Human knowledge belongs to the world.



L2 – Regularization / Ridge
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L2 regularization

- 기존 Cost function L2(norm) penalty term을 추가

- norm - 벡터의 길이 혹은 크기를 측정하는 방법

L2는 Euclidean distance
원점에서 벡터 좌표까지의 거리



L2 regularization



L2 regularization



Normal equation approach



Normal equation approach



L1 regularization

- 기존 Cost function L1(norm) penalty term을 추가

- norm - 벡터의 길이 혹은 크기를 측정하는 방법

L1는 manhattan distance 
원점에서 벡터 좌표까지의 거리

http://taewan.kim/post/norm/



L1 vs L2



https://stats.stackexchange.com/questions/151304/why-
is-ridge-regression-called-ridge-why-is-it-needed-and-
what-happens-when



L1                                       L2

Unstable solution

Always on solution

Sparse solution

Feature selection

Stable solution

Only one solution

Non-sparse solution



Human knowledge belongs to the world.
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머신러닝의학습방법들

- Gradient descent based learning

- Probability theory based learning

- Information theory based learning

- Distance similarity based learning



Classification Problem

- 발전소 발전기가 제대로 돌아가고 있는가?



Classification Problem

선을 그어보자!

RPM

Vibration



Classification Problem

RPM

Vibration



Classification Problem



Classification Problem

어떻게 학습을 시킬까?



Classification Problem

Linear Regression으로 학습해보자



기존접근의문제점들

- 1이상 또는 0이하의 수들이 나오는 걸 어떻게 해석?

- 1 또는 0으로 정확히 표현 가능한가?

- 변수가 Y에 영향을 주는정도가 비례하는 가?

- 확률로 발생할 사건의 가능성을 표현해야 함



Solution

확률로 나타내자!



Human knowledge belongs to the world.



Sigmoid function
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어떤사건이일어날확률

일어날 확률 일어나지 않을 확률



Odds Ratio

해당사건이일어날확률과일어나지않을확률의비율

일어날 확률

일어나지 않을 확률



Odds Ratio

https://goo.gl/9a6zkS



Logit function

https://goo.gl/9a6zkS

X의 값이 주어졌을 때 y의 확률을 이용한 log odds



Sigmoid(=Logistic) Function

Logit 함수의 역함수로 z에 관한 확률을 산출

역함수로 바꾸면

y에 관한 정리



Sigmoid(=Logistic) Function

y에 관한 정리

Logistic Function = 
Inverse of logit function



Sigmoid(=Logistic) Function

https://goo.gl/38SsHw

미분가능한 연속구간으로 변환
S형태로 닮았다고 하여 sigmoid function으로 호칭



Sigmoid(=Logistic) Function

선형함수에서 Sigmoid function으로 변환



Human knowledge belongs to the world.



Cost function
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가설함수



가설함수



Training 𝜽



Cost Function



Cost Function



Partial derivation of cost function



Partial derivation of cost function

𝜽에관하여미분하면



Partial derivation of cost function



Partial derivation of cost function



Weight update

모든 𝜽𝒋 동시에업데이트



Human knowledge belongs to the world.



Numpy implementation
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Data

데이터과학자로서의경력과소득, 유료계정전환여부
From Data science from scratch



Data

Matrix Size



Data normalize

데이터스케일링



Sigmoid function



Hypothesis function



Cost function



Weight update



Predict



Human knowledge belongs to the world.



LR for Scikit-Learn 
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http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html

penalty : str, ‘l1’ or ‘l2’, default: ‘l2’

dual : bool, default: False

solver : {‘newton-cg’, ‘lbfgs’, ‘liblinear’, ‘sag’, ‘saga’},

multi_class : str, {‘ovr’, ‘multinomial’}, default: ‘ovr’



http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.LogisticRegression.html

https://arxiv.org/pdf/1407.0202.pdf





END

감사합니다.



Confusion Matrix

Logistic Regression Classifier 

Director of TEAMLAB
Sungchul Choi



분류 문제의

정확도 성능



실제 Class 대비

얼마나 잘 맞혔는가?



Confusion Matrix (혼합 행렬)

1 0

True
Positive

Prediction

Actual 
Class

1

0
False

Positive

False
Negative

True
Negative

- 실제 라벨과 예측 라벨의일치 개수를 Matrix 형태로 표현하는 기법



Confusion Matrix (혼합 행렬)

True Positive (TP)

- 실제 결과참(1)에 대한예측이 맞음

True –예측이맞음

Positive –참(1) 인경우

1 0

True
Positive

Prediction

Actual 
Class

1

0
False

Positive

False
Negative

True
Negative



Confusion Matrix (혼합 행렬)

True Negative (TN)

- 실제 결과거짓(0)에 대한 예측이 맞음

True –예측이맞음

Negative –거짓(0) 인경우

1 0

True
Positive

Prediction

Actual 
Class

1

0
False

Positive

False
Negative

True
Negative



Confusion Matrix (혼합 행렬)

False Positive (FP)

- 실제 결과참(1)에 대한예측이 틀림

False –예측이틀림

Positive –참(1) 인경우

1 0

True
Positive

Prediction

Actual 
Class

1

0
False

Positive

False
Negative

True
Negative



Confusion Matrix (혼합 행렬)

False Negative (FN)

- 실제 결과거짓(0)에 대한 예측이 틀림

False –예측이틀림

Negative –거짓(0) 인경우

1 0

True
Positive

Prediction

Actual 
Class

1

0
False

Positive

False
Negative

True
Negative



Confusion Matrix (혼합 행렬)

True Positive (TP)

True Negative (TN)

False Positive (FP)

False Negative (FN)



0 1

Prediction

True
Class

0

1



Metrics for classification performance

- Accuracy (정확도)

- Error Rate (오차율)

- Precision (정밀도)

- Specificity (특이도)

- Sensitivity (민감도)



END

감사합니다.



Metrics for classification
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실제 Class 대비

얼마나 잘 맞혔는가?



정확도 (Accuracy, ACC)

- 전체 데이터 대비 정확하게 예측한 개수의 비율

𝐴𝐶𝐶 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

𝐴𝐶𝐶 = 1 − 𝐸𝑅𝑅

1 0

True
Positive

Prediction

Actual 
Class

1

0
False

Positive

False
Negative

True
Negative



오차율 (Error Rate, ERR)

- 전체 데이터 대비 부정확하게 예측한 개수의비율

𝐸𝑅𝑅 =
𝐹𝑃 + 𝐹𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

𝐸𝑅𝑅 = 1 − 𝐴𝐶𝐶

1 0

True
Positive

Prediction

Actual 
Class

1

0
False

Positive

False
Negative

True
Negative





불균일한

Dataset의 처리



불균일한 Dataset의 종류

- 14세 이하의 10만명당 암발병인원은 14.8, 약 0.015%

- 대학의 학사경고자 평균비율 3% 

- 하버드 입학 지원자의 합격률은 2%

- 이메일 수신자 중 2% 만이물건을 구매

만약 Accuracy로 구한다면?



https://svds.com/learning-imbalanced-classes/



Metrics for 

Imbalanced Dataset



Imbalanced dataset

- 유방암사진 dataset

- 학사경고자예측 dataset

- 물건을구매한유저의 dataset 

- 카드사기에관련된 dataset

대부분의 dataset은 imbalanced dataset



How to handle imbalanced dataset

- 적절한 performance metric을선정 (accuracy X)

- precision, recall, AUC이적절

- 적절한 training dataset의 resampling

- oversampling, under sampling, data augmentation

- Ensemble



Dataset resampling

original
dataset FALSE TRUE

training
dataset

TRUEFALSE

test
dataset

FALSE TRUE



Dataset resampling

- Imbalanced class가충분히많다면

under sampling → FALSE 데이터를줄임

- Imbalanced class가부족하다면

over sampling → TRUE 데이터를늘림



imbalanced-learn

- scikit-learn의 imbalanced dataset 확장모듈

- under sampling, over sampling, SMOTE 등제공

https://github.com/scikit-learn-contrib/imbalanced-learn

pip install -U imbalanced-learn

conda install -c conda-forge imbalanced-learn



Stratified sampling

original
dataset FALSE TRUE

training
dataset

TRUEFALSE

test
dataset

FALSE TRUE



Imbalanced dataset handling process

- 전체 dataset에서 test와 dev set을나눔 (stratified)

- dev set으로 under sampling 또는 oversampling

- 모델의생성

- Test set으로모델의검증



정밀도 (Precision, Positive Predictive Value)

- 긍정이라고 예측한 비율중진짜 긍정인 비율

1 0

True
Positive

Prediction

Actual 
Class

1

0
False

Positive

False
Negative

True
Negative

𝑃𝑅𝐸𝐶𝐼𝑆𝑂𝑁(𝑃𝑃𝑉) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

- 긍정이라고 얼마나 잘예측했는가? 긍정 예측정밀도?

https://en.wikipedia.org/wiki/Sensitivity_and_specificity





labels : list, optional
pos_label : str or int, 1 by default
average : string, [None, ‘binary’ (default), ‘micro’, ‘macro’, 
‘samples’, ‘weighted’]
sample_weight : array-like of shape = [n_samples], 
optional







전체 평균

(Label별 값 합)의 평균



민감도 (Sensitivity, Recall, True Positive Rate)

1 0

Prediction

Actual 
Class

1

0

𝑅𝐸𝐶𝐴𝐿𝐿 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=
𝑇𝑃

𝑃

https://en.wikipedia.org/wiki/Sensitivity_and_specificity

True
Positive

False
Positive

False
Negative

True
Negative

- 실제 긍정데이터중 긍정이라고 예측한 비율, 반환율, 재현율

- 얼마나 잘긍정(예 - 암)이라고 예측하였는가?



1 0

Prediction

Actual 
Class

1

0

𝑅𝐸𝐶𝐴𝐿𝐿 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=
𝑇𝑃

𝑃
True

Positive

False
Positive

False
Negative

True
Negative





특이성 (Specificity, True Negative Rate)

- 부정을 얼마나 잘 부정이라고 인식해는가?

1 0

Prediction

Actual 
Class

1

0

𝑆𝑃𝐶 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
=
𝑇𝑁

𝑁

- 전제 부정중 부정을 정확히 찾아낸 비율

https://en.wikipedia.org/wiki/Sensitivity_and_specificity

True
Positive

False
Positive

False
Negative

True
Negative



F1 Score (F-measure, F-score)

- Precision과 Recall의통합한 측정지표

1 0

Prediction

Actual 
Class

1

0

𝐹1 = 2
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙

- Precision과 Recall의조화평균

https://en.wikipedia.org/wiki/Sensitivity_and_specificity

True
Positive

False
Positive

False
Negative

True
Negative



𝐹1 = 2
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑟𝑒𝑐𝑎𝑙𝑙





Example

1 0

Prediction

Actual 
Class

1

0

90

140

210

9560

230 9770

300

9700

10000

𝑃𝑅𝐸𝐶𝐼𝑆𝑂𝑁(𝑃𝑃𝑉) =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃

𝑅𝐸𝐶𝐴𝐿𝐿 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=
𝑇𝑃

𝑃

𝑆𝑃𝐶 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
=
𝑇𝑁

𝑁



Precision - Recall Curve

- 예측 확률 Threshold를 변화시켜 Precision/Recall 측정

- 시각화 할때유용하게 사용가능





Precision - Classification Report

- Classification 문제에서 한번에 Precision, Recall, F1 결과출력
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ROC Curve

Logistic Regression Classifier 

Director of TEAMLAB
Sungchul Choi



민감도-특이도

Trade-off?



Trade-Off 관계가

지표들 중 무엇을

선택해야 하나



ROC Curve
Receiver Operation Characteristics



ROC curve (수신자 운영 특성?)

- Receiver Operating Characteristics

- 2차세계대전중레이더 이미지를 분석하는 신호감지 이론에서 시작

- Basic Principles of ROC Analysis (Charles Metz, 1978)

- 분류기의 경계치(Threshold)를 조정, 민감도-특이도간 비율을 도식화

- LogReg, NB과 같은 Class의 예측 확률이 나오는 모델에사용가능

→ Decision Tree 같은경우값산출을 위한수정이 필요



Prediction Probability



Prediction Probability
Tr
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e
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y
)

False Positive Rate
(1-Specificity)

From: https://www.ncss.com/software/ncss/roc-curves-ncss/

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=
𝑇𝑃

𝑃

F𝑃𝑅 = 1 − 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 𝑇𝑁𝑅

= 1 −
𝑇𝑁

𝑇𝑁+𝐹𝑃
= 1 −

𝑇𝑁

𝑁

1 0

Prediction

Actual 
Class

1

0

True
Positive

False
Positive

False
Negative

True
Negative

Data Class
Positive 

Prediction
(Threshold)

1 P 0.9

2 P 0.8

3 N 0.7

4 P 0.6

5 P 0.55

6 N 0.54

7 N 0.53

8 N 0.51

9 P 0.5

10 N 0.4



Prediction Probability

Tr
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y
)

False Positive Rate
(1-Specificity)

Data Class
Positive 

Prediction
(Threshold)

TRUE
Positive

FALSE
Positive

TRUE
Negative

FALSE
Negative

TPR
(Sensitivity)

FPR
(1-Specificity)

1 P 0.9 1 0 5 4 0.2 0

2 P 0.8 2 0 5 3 0.4 0

3 N 0.7 2 1 4 3 0.4 0.2

4 P 0.6 3 1 4 2 0.6 0.2

5 P 0.55 4 1 4 1 0.8 0.2

6 N 0.54 4 2 3 1 0.8 0.4

7 N 0.53 4 3 2 1 0.8 0.6

8 N 0.51 4 4 1 1 0.8 0.8

9 P 0.5 5 4 0 1 1 1

10 N 0.4 5 5 0 0 1 1

1 0

Prediction

Actual 
Class

1

0

True
Positive

False
Positive

False
Negative

True
Negative



Prediction Probability
Tr

u
e
 P
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ti
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e
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a
te
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False Positive Rate
(1-Specificity)

From: https://www.ncss.com/software/ncss/roc-curves-ncss/

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
=
𝑇𝑃

𝑃

F𝑃𝑅 = 1 − 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 𝑇𝑁𝑅 = 1 −
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
= 1 −

𝑇𝑁

𝑁

1 0
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Actual 
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1

0

True
Positive

False
Positive

False
Negative

True
Negative



AUC, Area Under Curve

- ROC curve의 하단의 넓이를의미
함

- ROC curve를 단순한 Single

Metric (단하나의 숫자)로표현할
수 있음

- 대각선을 중심으로 상단에붙어 있
을 수록높은성능을 표시함

See - http://www.dataschool.io/roc-curves-and-auc-explained/

from Wikipedia(https://goo.gl/itMyAR)







END

감사합니다.



Overview

Multiclass Classification

Director of TEAMLAB
Sungchul Choi





개념정리

Multiclass classification 

- 두 개 이상의 클래스를 가진 분류 작업
- 오렌지, 사과 또는 배
- 중복 선택 불가→ [1 0 0] 가능, [1 1 0] 불가

Multilabel classification 

- 상호 배타적이지 않은 속성을 예측
- 중복 선택 가능한 분류→ [1 1 0] 가능
- 신문기사 분류: 야구선수-연예인 결혼→스포츠/연예

Source from - https://goo.gl/FStnzy



Approach

One-vs-All

- m개의 class가 존재할 때,
클래스마다 classifier 생성

Source from -

https://goo.gl/ZQaK65

One-vs-One

- 2 쌍씩의 Class마다 Classifier를 생성, 최종 선택시
Classifier 선택의 투표를 통해 결정

- 총 m(m-1) / 2 개 만큼의 Classifier 생성, 정확도 Up 
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Softmax fucntion

Multiclass Classification

Director of TEAMLAB
Sungchul Choi



Sigmoid function for multiclass

- m개의 classifier 함수 𝒉𝒎(𝒙; 𝜽) 생성

- 𝒉𝒎(𝒙; 𝜽)의 확률 값중 가장 높은 값을 가진 𝒎 을 선택

- 각 𝒉𝒎(𝒙; 𝜽)의 확률 합이 1 이상이라는 문제점이 생김

One vs All Approach 



Softmax function for multiclass

모든 class의 확률을 1로 Generalize 함



Softmax Function

Class가 두개일 때

Class가 K개 일 때



Softmax 
Function

http://willwolf.io/2017/05/18/minimizing_the_negative_lo
g_likelihood_in_english/



Softmax 
Function



Softmax Fucntion
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Softmax regression

Multiclass Classifier 

Director of TEAMLAB
Sungchul Choi













Maximum Likelihood Estimation 

Reference from -

https://goo.gl/FStnzy



Negative Log-Likelihood

Reference from -

https://goo.gl/FStnzy



Minimize Cost Function

Reference from -

https://goo.gl/FStnzy

➔ 1) derivate of Negative-Log Likelihood
2) derivate of Softmax Function



Minimize Cost Function



Minimize Cost Function



Minimize Cost Function



Update weights



Cross-Entropy Loss Function

Loss Function을 Cross-Entropy Function이라고 부름

- Entropy는 목적 달성을 위한 경우의 수 정량적으로
표현하는 수치➔작을 수록 경우의 수가 적음
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Softmax with Numpy

Multiclass Classifier 

Director of TEAMLAB
Sungchul Choi



Iris dataset

- 대표적인 Multiclass dataset

- 붓꽃 정보를 모아서 3가지 붓꽃 종류중 어디에
해당하는 지를 찾는 문제

- 일반적으로 통계학자 Fisher가 제안한 데이터 셋으로
Fisher’s Iris dataset라고도 부름

https://thebook.io/006723/ch04/01/



Iris dataset

https://thebook.io/006723/ch04/01/

컬럼명 의미
데이터
타입

Species
붓꽃의 종. setosa, versicolor, virginic
a세가지값중하나

Factor

Sepal.Width 꽃받침의너비 Number

Sepal.Length 꽃받침의길이 Number

Petal.Width 꽃잎의너비 Number

Petal.Length 꽃잎의길이 Number



Iris dataset



Load dataset

컬럼명 의미
데이터
타입

Species
붓꽃의 종. setosa, versicolor, virginic
a세가지값중하나

Factor

Sepal.Width 꽃받침의너비 Number

Sepal.Length 꽃받침의길이 Number

Petal.Width 꽃잎의너비 Number

Petal.Length 꽃잎의길이 Number



Softmax function



Cross Entropy



Weights update



Weights update



One Hot Encoding for Y
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Metrics for Multiclass

Multiclass Classification
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Confusion matrix for multiclass

Prediction

A B C D E

Actual

A TP_A E_AB E_AC E_AD E_AE

B E_BA TP_B E_BC E_BD E_BE

C E_CA E_CB TP_C E_CD E_CE

D E_DA E_DB E_DC TP_D E_DE

E E_EA E_EB E_EC E_ED TP_E

- Class별로 True Positive와 Error로 분류

- FN 행기준 , FP 열 기준으로 값 확인



Accuracy for multiclass

Prediction

A B C D E

Actual

A TP_A E_AB E_AC E_AD E_AE

B E_BA TP_B E_BC E_BD E_BE

C E_CA E_CB TP_C E_CD E_CE

D E_DA E_DB E_DC TP_D E_DE

E E_EA E_EB E_EC E_ED TP_E

- 전체 Class중 정확히 일치한 Class의 개수



Precision for multiclass

Prediction

A B C D E

Actual

A TP_A E_AB E_AC E_AD E_AE

B E_BA TP_B E_BC E_BD E_BE

C E_CA E_CB TP_C E_CD E_CE

D E_DA E_DB E_DC TP_D E_DE

E E_EA E_EB E_EC E_ED TP_E

- TP / (TP + FP), 하나의 클래스와 나머지 Column 클래스

- Precision A = TP_A / (TP_A + E_BA + E_CA + E_DA + E_EA) 



Recall for multiclass

Prediction

A B C D E

Actual

A TP_A E_AB E_AC E_AD E_AE

B E_BA TP_B E_BC E_BD E_BE

C E_CA E_CB TP_C E_CD E_CE

D E_DA E_DB E_DC TP_D E_DE

E E_EA E_EB E_EC E_ED TP_E

- TP / (TP + FN), 하나의 클래스와 나머지 Row클래스

- Recall A = TP_A / (TP_A + E_AB + E_AC + E_AD + E_AE) 



Examples

0 1 2 3 4 5 6 7 8 9 10

1 298 2 1 0 1 1 3 1 1 0

2 0 293 7 4 1 0 5 2 0 0

3 1 3 263 0 8 0 0 3 0 2

4 1 5 0 261 4 0 3 2 0 1

5 0 0 10 0 254 3 0 10 2 1

6 0 4 1 1 4 300 0 1 0 0

7 1 3 2 0 0 0 264 0 7 1

8 3 5 3 1 7 1 0 289 1 0

9 0 1 3 13 1 0 11 1 289 0

10 0 6 0 1 6 1 2 1 4 304

Prediction

Actual
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Multiclass with sklearn

Multiclass Classification

Director of TEAMLAB
Sungchul Choi



digit dataset

- Optical Recognition of Handwritten Digits Data Set

- 손 글씨로 쓴 숫자를 분류하는 데이터 셋

- MNIST가 원조, scikit-learn 에서 8 by 8 image 제공

https://thebook.io/006723/ch04/01/



digit dataset

https://thebook.io/006723/ch04/01/



Data loading



Data loading



Data loading



Multiclass for LogisticRegression Class



Multiclass for LogisticRegression Class

http://dataaspirant.com/2017/03/14/multinomial-
logistic-regression-model-works-machine-learning/



Multiclass for LogisticRegression Class



One vs One or One vs Rest Classifier

OneVsRestClassifier(logreg_ovr).fit(X_train, y_train)

OneVsOneClassifier(logreg_ovr).fit(X_train, y_train)



Human knowledge belongs to the world.



Probability Overview

Naive Bayes Classifier

Director of TEAMLAB
Sungchul Choi



머신러닝의 학습 방법들

- Gradient descent based learning

- Probability theory based learning

- Information theory based learning

- Distance similarity based learning



머신러닝의 학습 방법들

- Gradient descent based learning

- Probability theory based learning

- Information theory based learning

- Distance similarity based learning



Probability

Source: 

https://goo.gl/DVNSH2

- 연속형 값

- 이산형 값

Source: 

https://goo.gl/D9VCSL



Basic concepts of probability



Conditional probability



Conditional probability
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Bayes’s Theorem

Naive Bayes Classifier

Director of TEAMLAB
Sungchul Choi



Bayes’s theorem

- 경험에 의한 확률의 업데이트

- 사전 확률(given)에서 사건 발생을 통해 사후 확률로

- 빈도주의 vs. 베이즈주의

- 객관적 확률은 존재하지 않는다!



Queen card 
game





Probability updated



Probability updated



Bayes’s theorem



Cookie Quiz

쿠키 두 그릇이 있다고 한다. 첫 번째 그릇에는

바닐라 쿠키 30개와 초콜렛 쿠키 10개가 있고, 두

번째 그릇에는 각 쿠키가 20개씩 있다. 임의 쿠키를

집었는데 해당 쿠키가 바닐라 쿠키이다. 이 쿠키가

그릇 1에서 나왔을 확률은?

Source: https://goo.gl/GzopZy



Cookie Quiz

쿠키 두 그릇이 있다고 한다. 첫 번째 그릇에는 바닐라 쿠키 30개와 초콜렛 쿠키 10개가 있고, 두 번째 그릇에는 각

쿠키가 20개씩 있다. 임의 쿠키를 집었는데 해당 쿠키가 바닐라 쿠키이다. 이 쿠키가 그릇 1에서 나왔을 확률은?

Source: https://goo.gl/GzopZy



Bayes’s theorem

사전 확률 우도
사후확률

데이터가 발생할 확률
(Evidence)



Bayes’s theorem



Example

공1 무작위로 1개 나오는 다음과 같은 완구가 있다.

Source: https://goo.gl/GzopZy

나온 공이 “큰공”일때,

검은색일 확률은?



Example

Source: https://goo.gl/GzopZy
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Simple Bayes Classifier

Naive Bayes Classifier

Director of TEAMLAB
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Viagra 스팸 필터기

- Viagra라는 단어의 유무를 통해 스팸 여부 확인

- Viagra 단어가 들어가면 무조건 스팸?

- 어느정도 확률로 스팸이라고 해야할까?



Viagra 스팸 필터기

number viagra spam number viagra spam

1 1 1 11 1 0

2 0 0 12 0 0

3 0 0 13 0 0

4 0 0 14 1 0

5 0 0 15 0 0

6 0 0 16 0 0

7 0 1 17 0 0

8 0 0 18 0 1

9 1 1 19 0 1

10 1 0 20 1 1



Viagra 스팸 필터기



Viagra 스팸 필터기
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제대로 된 스팸 필터기를 만들어보자

- Viagra 단어외에 영향을 주는 단어들은?

- 오히려 스팸을 제외해주는 단어는 어떻게 찾지?

- 한번에 여러 단어들을 고려하는 필터기를 만들자



Feature의 확장

변수가 많을 때, 조건부 확률의 변화



Multivariate multiplication rule



Problems

- 계산이 어려워짐

- Feature의 차원이 증가하면 Sparse Vector가 생성
→ 확률이 0이 되는 값이 늘어남



Naïve Bayes Classifier

- 복잡하게 하지말고 단순(naïve)하게 해결하자

- 각 변수의 관계가 독립임을 가정

- 계산이 용이해지고, 성능이 생각보다 좋음



Joint Probability



Naïve Bayes Classifier



Issues

- 너무 많은 확률값 → 0에 수렴하게 되는 문제

- 곱하지 말고 더하자 → log



Issues

- 확률이 0인 변수들이 존재함 → 전체값 0

- 작게나마 확률이 나올 수 있도록 변경 → 스무딩
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Dataset – German Credit

- 대출 사기인가? 아닌가를 예측하는 문제

- 데이터를 NB에 맞도록 간단하게 변환

- Binary 데이터들로 이루어진 대출 사기 데이터





Preprocessing

One-Hot Encoding





Modelling



Modelling

Y의 Index

𝑃(𝑋𝑖|𝑌𝑐)



Classifier

P(Y=1|X)의 확률과 P(Y=0|X)의 확률 비교
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Multinomial NB
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Multinomial Naïve Bayes

- X값이 Binary가 아니라 1 이상의 값을 가지는 문제

- 일반적으로 Text 문제를 분류할 때 많이 쓰임

- 단어의 존재 유무가 아닌 단어의 출현횟수 Feature로



Text의 Feature 표현?

문자➔ Feature



문자를 Vector로 – One-hot Encoding

하나의 단어를 Vector의 Index로 인식, 단어 존재시 1 없으면 0



Bag of words

단어별로 인덱스를 부여해서

한 문장(또는 문서)의 단어의 개수를 Vector로 표현



Bag of words

단어별로 인덱스를 부여해서

한 문장(또는 문서)의 단어의 개수를 Vector로 표현



다시 돌아가서..



Multinomial Naïve Bayes

기본식!!



Multinomial Naïve Bayes

Likelihood만 바뀜



Multinomial Naïve Bayes

- 식 계산하는 방식이 다름

http://sebastianraschka.com/Articles/2014_naive_bayes_1.html

•x_i: A word from the feature vector x of a particular sample.

•∑tf(xi,d∈y_c): The sum of raw term frequencies of word x_i from all documents in the 

training sample that belong to class y_c.

•∑Nd∈y_c: The sum of all term frequencies in the training dataset for class y_c.

•α: An additive smoothing parameter (α=1α=1 for Laplace smoothing).

•V: The size of the vocabulary (number of different words in the training set).



Multinomial Naïve Bayes

http://slideplayer.com/slide/10998986/



Multinomial Naïve Bayes

http://slideplayer.com/slide/10998986/



Human knowledge belongs to the world.



Gaussian NB

Naive Bayes Classifier

Director of TEAMLAB
Sungchul Choi



Gaussian Naïve Bayes

- Category 데이터가 아닌경우에 NB 의 적용

- Continuous 데이터의 적용을 위해 y의 분포를 정규
분포(gaussian)으로 가정함

- 확률 밀도 함수 상의 해당 값 x 가 나올 확률로 NB를
구현함



Gaussian Naïve Bayes

- 특정 에 대한 의 평균, 표준편차를 에 대입



Gaussian Naïve Bayes

https://en.wikipedia.org/wiki/Naive_Bayes_classifier



Gaussian Naïve Bayes

https://en.wikipedia.org/wiki/Naive_Bayes_classifier



Gaussian Naïve Bayes

https://en.wikipedia.org/wiki/Naive_Bayes_classifier



Gaussian Naïve Bayes

https://en.wikipedia.org/wiki/Naive_Bayes_classifier



Gaussian Naïve Bayes

https://en.wikipedia.org/wiki/Naive_Bayes_classifier
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CountVectorizer in Scikit-learn

- 문서에서 Bag of Words Vector를 뽑아주는 class

http://scikit-
learn.org/stable/modules/generated/sklearn.feature_extr
action.text.CountVectorizer.html



CountVectorizer in Scikit-learn

- 다른 전처리 모듈 처럼 생성 → 적용의 과정을 거침



CountVectorizer in Scikit-learn

- 다른 전처리 모듈 처럼 생성 → 적용의 과정을 거침



NB classifier family in scikit-learn

- Scikit-learn에서 제공하는 NB classifier

- Bernoulli Naïve Bayes

- Multinomial Naïve Bayes

- Gaussian Naïve Bayes



Bernoulli 
Naïve Bayes



Bernoulli Naïve Bayes



Multinomial 
Naïve Bayes





Gaussian Naïve Bayes
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20newsgroups Dataset 

- 대표적인 Text 분류 Toy dataset

- 20개의 뉴스 텍스트 데이터를 분류하라!

- Multiclass classification의 대표적 문제

- 약 20,000개의 news document 존재

http://qwone.com/~jason/20Newsgroups/



20newsgroups Dataset 

http://qwone.com/~jason/20Newsgroups/



Process for text classification

데이터 준비 텍스트 전처리 Vectorizer 학습 모델결정

- 데이터 로딩

- 데이터 Tagging

- 데이터 cleansing

- Tokenization

- Stopword 제거

- Stemming

Hyper parameter

- Ngrams

- Threadshold

Vector

- Bag of words

- TF-IDF

- Set metric

- Train/Test Split

- Hyper parameter

- Choose best model 



https://blog.codecentric.de/en/2013/01/text-search-mongodb-stemming/



Process for text classification

데이터 준비 텍스트 전처리 Vectorizer 학습 모델결정

- 데이터 로딩

- 데이터 Tagging

- 데이터 cleansing

- Tokenization

- Stopword 제거

- Stemming

Hyper parameter

- Ngrams

- Threadshold

Vector

- Bag of words

- TF-IDF

- Set metric

- Train/Test Split

- Hyper parameter

- Choose best model 



Concepts of ngrams

https://medium.com/algorithms-data-structures/ngrams-nedir-74c30162c6da

- 한번에 몇 개드이 단어를 묶을 것인가?



Process for text classification

데이터 준비 텍스트 전처리 Vectorizer 학습 모델결정

- 데이터 로딩

- 데이터 Tagging

- 데이터 cleansing

- Tokenization

- Stopword 제거

- Stemming

Hyper parameter

- Ngrams

- Threadshold

Vector

- Bag of words

- TF-IDF

- Set metric

- Train/Test Split

- Hyper parameter

- Choose best model 



TF-IDF

- 전체 문서에서 많이 나오는 단어는 중요도를 낮추고

- 해당 문서에서만 많이 나오면 중요도를 올림

- 단어의 index,    문서의 index 

- Term frequency, 문서에 단어가 존재한 횟수

- N 전체 문서

- 단어가 있는 문서의 개수



TF-IDF

- 단어의 index,    문서의 index 

- Term frequency, 문서에 단어가 존재한 횟수

- N 전체 문서

- 단어가 있는 문서의 개수



Process for text classification

데이터 준비 텍스트 전처리 Vectorizer 학습 모델결정
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- 데이터 Tagging
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- Tokenization

- Stopword 제거

- Stemming

Hyper parameter

- Ngrams

- Threadshold

Vector

- Bag of words

- TF-IDF

- Set metric

- Train/Test Split

- Hyper parameter

- Choose best model 



Data loading

- Scikit-learn 내부 모듈을 활용함



Data loading



Data loading

I am sure some bashers of Pens fans are pretty 
confused about the lack of any kind of posts about the 
recent Pens massacre of the Devils. Actually, I am bit 
puzzled too and a bit relieved. However, I am going to 
put an end to non-PIttsburghers' relief with a bit of 
praise for the Pens. Man, they are killing those Devils 
worse than I thought. Jagr just showed you why he is 
much better than his regular season stats. He is also a 
lot fo fun to watch in the playoffs. Bowman should let 
JAgr have a lot of fun in the next couple of games since 
the Pens are going to beat the pulp out of Jersey 
anyway. I was very disappointed not to see the Islanders 
lose the final regular season game. PENS RULE!!!



Process for text classification
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- Ngrams
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Data cleansing

- 어떤 Text를 남길 것 인가?

- 특수 문자는 남겨 둘 것인가? Good vs. Good?

- 숫자는 어떻게 할 것 인가? 4 seasosn vs. seasons

- 특수문자를 제거한다면 공백은? I’m → Im or I m

- 이메일, ip주소등 특수 문자들의 처리는?



Data cleansing



Process for text classification
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sklearn.feature_extraction.text

- Scikit-learn text vector화 모듈

- Text 관련 처리를 Hyper parameter로 한번에 처리

- CountVectorizer, TfidfVectorizer 제공

- Stemmer 등 NLTK 등 외부모듈을 사용



CounterVectorizer

encoding : string, ‘utf-8’ by default.

decode_error : {‘strict’, ‘ignore’, ‘replace’}

analyzer : string, {‘word’, ‘char’, ‘char_wb’} or callable
preprocessor : callable or None (default)
tokenizer : callable or None (default)
ngram_range : tuple (min_n, max_n)
stop_words : string {‘english’}, list, or None (default)
lowercase : boolean, True by default
max_df : float in range [0.0, 1.0] or int, default=1.0
min_df : float in range [0.0, 1.0] or int, default=1
binary : boolean, default=False



TfidfVectorizer

norm : ‘l1’, ‘l2’ or None, optional
use_idf : boolean, default=True
smooth_idf : boolean, default=True
sublinear_tf : boolean, default=False



Stammer 적용하기

- Stammer 또는 Lemma 를 적용하기 위해 nltk사용

- 기존 Vectorizer의 상속받아 새로운 클래스 만들기



Stemmer 적용하기



StemmedCountVectroizer



StemmedTfidfVectroizer



Scikit-learn Pipeline 모듈

- Vectorizer를 적용할 때는 Test / train에 한번에!

- 여러분 실험할 때 거쳐야 하는 과정을 정의

- Scikit-learn의 pipeline 모듈 사용



Scikit-learn Pipeline 모듈



https://medium.com/@elvin.valiev/5-minutes-from-
machine-learning-to-rest-api-e8c6e508a370



Pipeline

https://github.com/amueller/introduction_to_ml_with_python/blob/master/06-algorithm-chains-and-pipelines.ipynb



Pipeline

https://github.com/amueller/introduction_to_ml_with_python/blob/master/06-algorithm-chains-and-pipelines.ipynb



Gridsearch

- Hyperparameter를 search 할때 사용

- Hyperparameter 변수 조합 자동 생성

- Pipeline 과 합쳐서 estimator 별로 parameter 설정

- GridsearchCV 등 샘플링 class 제공



Gridsearch

https://shettydatascience.wordpress.com/2016/10/31/collecting-data-by-scraping-a-website-and-building-
a-binary-predictor-with-logistic-regression/



Pipeline + Gridsearch

Vect__attributename



Modeling Plan

Vectorizer

- Tfidf

- Count

- StemmedTfidf

- StemmedCount

Algorithm

- LogisticRegression

- Bernoulli NB

- Multinomial

- Gaussian NB

Metrics

- CV 5 times

- Accuracy

- Recall

- Precision

- F1
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